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Instructor's Preface

This is an introduction to abstract algebra. It is anticipated that the students have studied
calculus and probably linear algebra. However, these are primarily mathematical ma-
turity prerequisites; subject matter from calculus and linear algebra appears mostly in
illustrative examples and exercises.

As in previous editions of the text, our aim remains to teach students as much about
groups, rings, and fields as we can in a first course. For many students, abstract algebra
is their first extended exposure to an axiomatic treatment of mathematics. Recognizing
this, we have included extensive explanations concerning what we are trying to accom-
plish, how we are trying to do it, and why we choose these methods. Mastery of this
text constitutes a firm foundation for more specialized work in algebra and also provides
valuable experience for any further axiomatic study of mathematics.

New to This Edition

[Editor’s Note: You may have noticed something new on the cover of the book. Another
author! I am thrilled that Neal Brand agreed to update this classic text. He has done so
carefully and thoughtfully, staying true to the spirit in which it was written. Neal’s years
of experience teaching the course with this text at the University of North Texas have
helped him produce a meaningful and worthwhile update to John Fraleigh’s work.]

Updates for the eText

A focus of this revision was transforming it from a primarily print-based learning tool to
a digital learning tool. The eText is therefore filled with content and tools that will help
bring the content of the course to life for students in new ways and help you improve
instruction. Specifically,

- Mini lectures. These brief author-created videos for each section of the text give
an overview to the section but not every example or proof. Some sections will have
two videos. I have used these videos effectively with my students, who were
assigned to watch them ahead of the lecture on that topic. Students came to class
with a basic overview of the topic of the day, which had the effect of reducing
lecture time and increasing the class time used for discussion and student
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presentations. Students reported that the videos were helpful in giving an overview
of the topics and a better understanding of the concepts and proofs. Students were
also encouraged to view the videos after the topic was covered in class to reinforce
what they learned. Many students also used the videos to review topics while
preparing for exams. Although I have not attempted to flip the classroom, my
intention was to provide sufficient resources in the eText to make it feasible
without requiring other resources.

' Key idea quizzes. A database of definitions and named theorems will allow
students to quiz themselves on these key ideas. The database can be used in the
way that flash cards were traditionally used.

' Self-assessments. Occasional questions interspersed in the narrative allow
students to check their understanding of new ideas.

' Interactive figures and utilities. I have added a number of opportunities for
students to interact with content in a dynamic manner in order to build or enhance
understanding. Interactive figures allow students to explore concepts geometrically
or computationally in ways that are not possible without technology.

' Notes, Labels, and Highlights. Notes allow instructors to add their personal
teaching style to important topics, call out need-to-know information, or clarify
difficult concepts. Students can make their eText their own by creating highlights
with meaningful labels and notes, helping them focus on what they need to study.
The customizable Notebook allows students to filter, arrange, and group their notes
in a way that makes sense to them.

- Dashboard. Instructors can create reading assignments and see the time spent in
the eText so that they can plan more effective instruction.

- Portability. Portable access lets students read their eText whenever they have a
moment in their day, on Android and iOS mobile phones and tablets. Even without
an Internet connection, offline reading ensures students never miss a chance to
learn.

- Ease-of-Use. Straightforward setup makes it easy for instructors to get their class
up and reading quickly on the first day of class. In addition, Learning Management
System (LMS) integration provides institutions, instructors, and students with
single sign-on access to the eText via many popular LMSs.

Exercises

Many exercises in the text have been updated, and many are new. In order to prevent
students from using solutions from the previous edition, I purposefully replaced or re-
worded some exercises.

I created an Instructor Solutions Manual, which is available online at www.pearson.com
to instructors only. Solutions to exercises involving proofs are often sketches or hints,
which would not be in the proper form to turn in.

Text Organization Modifications

For each part of the text, I provide an overview of the changes followed by significant
changes to sections. In cases where changes to parts or sections were minor, I have not
included a list of changes.
Part 1: Groups and Subgroups

- Overview of changes: My main goals were to define groups and to introduce the
symmetric and dihedral groups as early as possible. The early introduction of these
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groups provides students with examples of finite groups that are consistently used
throughout the book.
Section 1 (Binary Operations). Former Section 2. Added definition of an identity
for a binary operation.
Section 2 (Groups). Former Section 4. Included the formal definition of a group
isomorphism.
Section 3 (Abelian Examples). Former Section 1. Included definition of circle
group, Ru, and Z“. Used circle group to show associativity of Z,l and Ra.
Section 4 (Nonabelian Examples). Based on parts of former Sections 5, 8, and 9.
Defined dihedral group and symmetric group. Gave a standardized notation for the
dihedral group that is used consistently throughout the book. Introduced both
two-row and cycle notation for the symmetric group
Section 5 (Subgroups). Former Section 5. Included statement of two other
conditions that imply a subset is a subgroup and kept the proofs in the exercise
section. Made minor modifications using examples from new Section 4.
Section 6 (Cyclic Groups). Former Section 6. Added examples using dihedral
group and symmetric group.
Section 7 (Generating Sets and Cayley Digraphs). Minor modification of former
Section 7.

Part II: Structure of Groups

Overview of changes: The main goal was to give the formal definition of
homomorphism earlier in order to simplify the proofs of Cayley’s and Lagrange’s
theorems.
Section 8 (Groups of Permutations). Included formal definition of homomorphism.
Based on parts of former Sections 8, 9, and 13. Used two-row permutation
notation to motivate Cayley’s theorem before proof. Deleted first part of section 13
(covered in Section 4). Omitted determinant proof of even/odd permutations since
definition of determinant usually uses sign of a permutation. Kept orbit counting
proof. Put determinant proof and inversion counting proof in exercises.
Section 9 (Finitely Generated Abelian Groups). Former Section 1 1. Added the
invariant factor version of the theorem. Showed how to go back and forth between
the two versions of the fundamental theorem.
Section 10 (Cosets and the Theorem of Lagrange). Former Section 10. Changed
the order by putting Lagrange’s Theorem first, motivating G/H later in the section.
Section 11 (Plane Isometries). Minor modification of former Section 12.

Part III: Homomorphisms and Factor Groups

Overview of changes: My main goal was to include a few more examples to
motivate the theory and give an introduction to using group actions to prove
properties of groups.
Sections 12-15 are based on former Sections 14-17, respectively.
Section 12 (Factor Groups). Started section with Z/nZ example to motivate
general construction. Defined factor groups from normal subgroups first instead of
from homomorphisms. After developing factor groups, showed how they are
formed from homomorphisms.
Section 13 (Factor-Group Computations and Simple Groups). Added a few more
examples of computing factor groups. Explicitly used the fundamental
homomorphism theorem in computation examples.
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Section 14 (Group Action on a Set). Expanded examples of the general linear
group and the dihedral group acting on sets. Added some applications of group
actions to finite groups in anticipation of the Sylow Theorems, including Cauchy’s
Theorem and that fact thatp-groups have a nontrivial center.
Section 15 (Applications of G-sets to Counting). Minor modifications.

Part IV: Advanced Group Theory

Overview of changes: I moved this part to be closer to the rest of the group theory
sections. More examples were included to help clarify the concepts.
Section 16 (Isomorphism Theorems). Former Section 3. Added two examples and
rewrote proofs of two theorems.
Section 17 (Sylow Theorems). Former Sections 36 and 37. Since Cauchy’s
Theorem and a few other theorems leading to the Sylow Theorems were covered in
new Section 14, this material was removed and the old Sections 36 and 37 were
combined. A few examples and exercises were added and a proof was rewritten.
Section 18 (Series of Groups). Former Section 35. The proof of the Zassenhaus
Lemma was placed after the theorem instead of making the argument before
stating the theorem. One example added.
Sections 19 (Free Abelian Groups), 20 (Free Groups), and 21 (Group
Presentations). Minor modifications of former Sections 38—40.

Part V: Rings and Fields

Overview of changes: The previous Part IV was split into two parts, one giving an
introduction and the second giving methods of constructing rings and fields.
Section 22 (Rings and Fields). Minor modification of former Section 18.
Section 23 (Integral Domains). Former Section 19. Changed former Theorem 19.3
to classify all elements in Z,,. Added corollary that is a field, anticipating the
theorem that all finite integral domains are fields.
Section 24 (Fermat’s and Euler’s Theorems). Former Section 20. Simplified proof
of Euler’s generalization using classification of elements in Z,..
Section 25 (Encryption). New section outlining how RSA encryption works. This
provides a nice application of the material in Section 24.

Part VI: Constructing Rings and Fields

Overview of changes: Part VI includes sections from the previous Parts IV and V.
The change emphasizes construction techniques used to form rings and fields.
Section 26 (The Field of Quotients of an Integral Domain). Former Section 21.
Rewrote the introduction to include two examples of integral domains and their
field of quotients to motivate the general construction.
Section 27 (Rings of Polynomials). Minor modification of former Section 22.
Section 28 (Factorization of Polynomials over a Field). Former Section 23.
Rewrote former Theorem 23.1 by making a lemma showing how to reduce degree
of polynomials in set S. Included proof of former 23.11 in the exercises.
Section 29 (Algebraic Coding Theory). New section introducing coding theory,
focusing on polynomial codes. This gives an application of polynomial
computation over a finite field.
Section 30 (Homomorphisms and Factor Rings). Former Section 26. Motivated
why you need the usual conditions for an ideal by starting the section with the
example of Z/nZ. Rearranged the order by showing that I an ideal of R gives rise
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to the factor ring R/I, then included the material on homomorphisms and factor
rings from the kernel. Expanded the statement of former Theorem 26.3 to make it
easier to read and more approachable.
Section 31 (Prime and Maximal Ideals). Minor modification of former Section 27.
Section 32 (Noncommutative Examples). Minor modification of former Section 24.

Part VH: Commutative Algebra

Overview of changes: This part includes sections that fit under the general heading
of commutative algebra.
Section 33 (Vector Spaces). Former Section 30. Added two examples and a brief
introduction to R-modules over a ring motivated by vector spaces and abelian
groups. Moved Former Theorem 30.23 to Section 45 on field extensions.
Section 34 (Unique Factorization Domains). Former Section 45. Included
definition of a Noetherian ring and made other minor changes.
Section 35 (Euclidean Domains) and Section 36 (Number Theory) are minor
modifications of Sections 46 and 47, respectively.
Section 37 (Algebraic Geometry). Based on the first half of former Section 28.
Added a proof of the Hilbert Basis Theorem.
Section 38 (Griibner Bases for Ideals). Based on the second half of former Section
28. Added two applications of Griibner Bases: deriving the formulas for conic
sections and determining if a graph can be colored with k colors.

Part VII]: Extension Fields

Overview of changes: Part V111 consists of minor changes from former Part VI.
Section 39 (Introduction to Extension Fields). Former Section 29. Divided former
Theorem 29.13 into a theorem and a corollary. Rewrote former Theorem 29.18 and
its proof to make it easier to follow. Included example moved from former
Section 30.
Section 40 (Algebraic Extensions), Section 41 (Geometric Constructions), and
Section 42 (Finite Fields) are minor modifications of former Sections 31—33,
respectively.

Part IX: Galois Theory

Overview of changes: The previous Part X was rewritten to form Part IX. The goal
was to improve the readability of the material while maintaining a rigorous
development of the theory.
Section 43 (Introduction to Galois Theory). New section. Uses the field extension
Q(~/2, J3) throughout to motivate and illustrate basic definitions and theorems
including field automorphism, field fixed by an automorphism, group of
automorphisms fixing a subfield, conjugates, and the conjugate isomorphism
theorem. By using an easy-to—understand example consistently throughout, the
concepts become more concrete.
Section 44 (Splitting Fields). Includes the contents of former Sections 49 and 50,
but it is completely rewritten. Less emphasis is given to the algebraic closure of a
field and more emphasis is given to subfields of splitting fields.
Section 45 (Separable Extensions). Contents include most of former Section 51
and a little from former Section 53, but material has been rewritten. The notation
{EzF} was omitted and definition of separable was given in terms of multiplicity of
zeros. Emphasized subfields of the complex numbers.
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0 Former Section 52 on totally inseparable extensions was omitted since it was not
used elsewhere and it detracts from the flow of the rest of Part IX.

0 Section 46 (Galois Theory). Former Section 53. Separated the parts of Galois
Theory into separate theorems. Continued the same example throughout the
section to motivate and illustrate the theorems. By the end of the section, the
continued example illustrates how Galois Theory can be used.

' Section 47 (Illustrations of Galois Theory). Minor modification of former Section
54.

' Section 48 (Cyclotomic Extensions). Former Section 55. In order to make the text
more readable, restricted the field extensions to subfields of the complex numbers
over the rational numbers since this is the only case that is used in the book.

. Section 49 (Insolvability of the Quintic). Former Section 56. Replaced
construction of a polynomial that is not solvable by radicals with a specific
concrete polynomial. The previous construction of a nonsolvable polynomial was
moved to the exercises.

Part X: Groups in Topology (Online at bit.ly/ZVBCiej)

- Sections 50-53 are minor modifications of former sections 41-44.

Some Features Retained

I continue to break down most exercise sets into parts consisting of computations, con-
cepts, and theory. Answers to most odd-numbered exercises not requesting a proofagain
appear at the back of the text. I am supplying the answers to parts a, c, e, g, and i only
of our lO—part true-false exercises. The excellent historical notes by Victor Katz are, of
course, retained.

Suggestions for New Instructors of Algebra

Those who have taught algebra several times have discovered the difficulties and devel-
oped their own solutions. The cements we make here are not for them.

This course is an abrupt change from the typical undergraduate calculus for the stu-
dents. A graduate-style lecture presentation, writing out definitions and proofs on the
board for most of the class time, will not work with most students. We have found it
best to spend at least the first half of each class period answering questions on home-
work, trying to get a volunteer to give a proof requested in an exercise, and generally
checking to see if they seem to understand the material assigned for that class. Typi-
cally, we spent only about the last 20 minutes of our 50-minute time talking about new
ideas for the next class, and giving at least one proof. The videos for each section can
effectively be used to supplement or replace lectures. From a practical point of view, it
is a waste of time to try to write on the board all the definitions and proofs. They are in
the text.

We suggest that at least half of the assigned exercises consist of the computational
ones. Students are used to doing computations in calculus. Although there are many
exercises asking for proofs that we would love to assign, we recommend that you assign
at most two or three such exercises and try to get someone to explain how each proof
is performed in the next class. We do think students should be asked to do at least one
proof in each assignment.

Students face a barrage of definitions and theorems, something they have never
encountered before. They are not used to mastering this type of material. Grades on
tests that seem reasonable to us, requesting a few definitions and proofs, are apt to be
low and depressing for most students and instructors. To encourage students to keep up
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Dependence Chart

with the basic material, I give approximately ten pop quizzes per semester that typically
involve stating a definition, giving an example, or stating a major theorem.

At the University of North Texas, abstract algebra is a two-semester sequence. The
first semester is required of all math majors and the second semester is optional. Because
most students opt not to continue with the second semester, it is not offered every year.
When I teach either class, I give three 50-minute in—class exams. VVrth exam reviews
and going over completed exams, this leaves approximately 36 class periods for new
material.

In the first-semester class, the base material I always cover includes Sections 0-6,
8, 9, 12, 13, and 22-25. 1 average approximately two class periods per section, so I can
usually cover a few more sections. Options I have used for the remaining time include
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Sections 14 and 15, Sections 26-28, Section 17, or Sections 30 and 31. One semester
I attempted to cover enough field extension material in order to cover Section 41. This
required me to carefully select material in Sections 27, 28, 39, and 40 in order to prepare
the students for Section 41.

For the second semester, I usually have as goals proving the impossibility of bi-
secting an angle using compass and straightedge and the insolvability of quintic poly-
nomials. Assuming that students have seen the basic material in the first semester as
described above, these goals require covering material from Sections 16, 18, 27, 28, 30,
31, 33, 34, and 39-49. This turns out to be an ambitious undertaking, but the purpose of
rewriting Part IX was to make the material more accessible to students, and therefore
make the goal of covering Galois Theory in a second-semester class more feasible.
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This course may well require a different approach than those you used in previous math-
ematics courses. You may have become accustomed to working a homework problem
by turning back in the text to find a similar problem, and then just changing some num-
bers. That may work with a few problems in this text, but it will not work for most of
them. This is a subject in which understanding is all-important, and where problems
should not be tackled without first studying the text.

Let us make some suggestions on studying the text. Notice that the text bristles
with definitions, theorems, corollaries, and examples. The definitions are crucial. We
must agree on terminology to make any progress. Sometimes a definition is followed by
an example that illusu'ates the concept. Examples are probably the most important aids
in studying the text. Pay attention to the examples.

Before reading a section, it may be helpful to watch the video associated with the
section. I have two general pieces of advice for watching a video or reading the text.
First, minimize your distractions. It takes a good deal of concentration for most of us to
learn new technical information. Second, have paper and pen (or the electronic equiva-
lent) at hand to take notes and to occasionally work out computations on your own.

I suggest you skip the proofs of the theorems on your first reading of a section,
unless you are really “gung-ho” on proofs. You should read the statement of the theorem
and try to understand just what it means. Often, a theorem is followed or preceded by an
example that illustrates it, which is a great aid in really understanding what the theorem
says. Pay particular attention to the summary at the end ofeach video to get an overview
of the topics covered.

In summary, on your first viewing and reading of a section, I suggest you concen-
trate on what information the section gives and on gaining a real understanding of it.
If you do not understand what the statement of a theorem means, it will probably be
meaningless for you to read the proof.

Proofs are basic to mathematics. After you feel you understand the information
given in a section, you should read and try to understand at least some of the proofs. In
the videos you will find a few proofs. Watching the videos a second time after you have
a better understanding of the definitions and the statements of the theorems will help
to clarify these proofs. Proofs of corollaries are usually the easiest ones, for they often
follow directly from the theorem. Many of the exercises under the ”Theory” heading

XV
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ask for a proof. Try not to be discouraged at the outset. It takes a bit of practice and
experience. Proofs in algebra can be more difficult than proofs in geometry and calculus,
for there are usually no suggestive pictures that you can draw. Often, a proof falls out
easily if you happen to look at just the right expression. Of course, it is hopeless to
devise a proof if you do not really understand what it is that you are trying to prove. For
example, if an exercise asks you to show that a given thing is a member of a certain set,
you must know the defining criterion for a thing to be a member of that set, and then
show that your given thing satisfies that criterion.

There are several aids for your study at the back of the text. Of course, you will
discover the answers to odd-numbered problems that do not involve a proof. If you run
into a notation such as 2,, that you do not understand, look in the list of notations that
appears after the bibliography. If you run into temrinology like innerautomorphism that
you do not understand, look in the index for the first page where the term occurs.

In summary, although an understanding of the subject is important in every mathe-
matics course, it is crucial to your performance in this course. May you find it a reward-
ing experience.



SETS AND RELATIONS

0n Definitions, and the Notion of a Set

Many students do not realize the great importance of definitions to mathematics. This
importance stems from the need for mathematicians to communicate with each other.
If two people are trying to communicate about some subject, they must have the same
understanding of its technical terms. However, there is an important structural weakness.

It is impossible to define every concept.

Suppose, for example, we define the term set as “A set is a well-defined collection of
objects.” One naturally asks what is meant by a collection. We could define it as “A
collection is an aggregate of things." What, then, is an aggregate? Now our language is
finite, so after some time we will run out of new words to use and have to repeat some
words already examined. The definition is then circular and obviously worthless. Math-
ematicians realize that there must be some undefined or primitive concept with which
to start. At the moment, they have agreed that set shall be such a primitive concept. We
shall not define set, but shall just hope that when such expressions as “the set of all real
numbers” or “the set of all members of the United States Senate” are used, people’s
various ideas of what is meant are sufficiently similar to make communication feasible.

We summarize briefly some of the things we shall simply assume about sets.

1. A set S is made up of elements, and if a is one of these elements, we shall
denote this fact by a e S.

2. There is exactly one set with no elements. It is the empty set and is denoted
by ta.

3. We may describe a set either by giving a characterizing property of the
elements, such as “the set of all members of the United States Senate,” or by
listing the elements. The standard way to describe a set by listing elements is
to enclose the designations of the elements, separated by commas, in braces,
for example, {1, 2, 15}. If a set is described by a characterizing property P(x)
of its elements x, the brace notation {x | P(x)} is also often used, and is read
“the set of all x such that the statement P(x) about x is true.” Thus

{2, 4, 6, 8} = {x | x is an even whole positive number 5 8}
= {2x|x =1,2,3,4}.

The notation {x | P(x)} is often called “set-builder notation.”
4. A set is well defined, meaning that if S is a set and a is some object, then

either a is definitely in S, denoted by a e S, or a is definitely not in S, denoted
by a fit S. Thus, we should never say, “Consider the set S of some positive
numbers,” for it is not definite whether 2 e S or 2 ¢ S. 0n the other hand, we
can consider the set T of all prime positive integers. Every positive integer is
definitely either prime or not prime. Thus 5 e T and 14 ¢ T. It may be hard to
actually determine whether an object is in a set. For example, as this book
goes to press it is probably unknovm whether 2‘2“) + 1 is in T. However,
2‘2”) + 1 is certainly either prime or not prime.



Section 0

0.1 Definition

0.2 Definition

0.3 Example

0.4 Definition

0.5 Example

Sets and Relations

It is not feasible for this text to push the definition of everything we use all the way
back to the concept of a set. For example, we will never define the number 71 in terms
of a set.

Every definition is an Ifand only iftype of statement.

With this understanding, definitions are often stated with the only ifsuppressed, but
it is always to be understood as part of the definition. Thus we may define an isosceles
triangle as follows: “A triangle is isosceles if it has two congruent sides” when we really
mean that a triangle is isosceles ifand only if it has two congruent sides.

In our text, we have to define many terms. We use specifically labeled and num-
bered definitions for the main algebraic concepts with which we are concerned. To avoid
an overwhelming quantity of such labels and numberings, we define many terms within
the body of the text and exercises using boldface type.

Boldface Convention
A term printed in boldface in a sentence is being defined by that sentence.

Do not feel that you have to memorize a definition word for word. The important
thing is to underst the concept, so that you can define precisely the same concept
in your own words. Thus the definition “An isosceles triangle is one having two sides
of equal length” is perfectly correct. Of course, we had to delay stating our boldface
convention until we had finished using boldface in the preceding discussion of sets,
because we do not define a set!

In this section, we do define some familiar concepts as sets, both for illustration
and for review of the concepts. First we give a few definitions and some notation.

A set B is a subset of a set A, denoted by B Q A or A 2 B, if every element of B is in
A.T'henotationsBCAorA 3BwillbeusedforB§AbutB¢A. I

Note that according to this definition, for any set A,A itself and 21 are both subsets ofA.

HA is any set, then A is the improper subset of A. Any other subset ofA is a proper
subset ofA. I

Let S: {1,2,3}. This set S has a total of eight subsets, namely (6, {l}, {2}, [3},
{1. 2}, {1, 3}. {2, 3}, and {1,2, 3}. A

LetA andesets. The setA x B = {(a,b)|a e Aandb e B} isthe Cartesianproduct
ofA and B. I

IfA = {1,2,3} and B = {3,4}, then we have

A X B = {(1, 3),(l,4), (2,3),(2.4).(3,3).(3.4)}- A

Throughout this text, much work will be done involving familiar sets of numbers.
Let us take care of notation for these sets once and for all.

Z is the set of all integers (that is, whole numbers: positive, negative, and zero).
Q is the set of all rational numbers (that is, numbers that can be expressed as quo-
tients m/n of integers, where n 9E 0).
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IR is the set of all real numbers.
Z+, Q+, and 1R+ are the sets of positive members of Z, Q, and IR, respectively.
C is the set of all complex numbers.
Z“, 0*, IR“, and C“ are the sets of nonzero members ofZ, Q, R, and C, respectively.

The set R x R is the familiar Euclidean plane that we use in first-semester calculus to
draw graphs of functions. A

Relations Between Sets

We introduce the notion of an element a of set A being related to an element b of set B,
which we might denote by a .92 b. The notation a W b exhibits the elements a and b
in left-to-right order, just as the notation (a, b) for an element inA x B. This leads us to
the following definition of a relation .92 as a set.

A relation between sets A and B is a subset .92 of A x B. We read (a, b) 6 .% as “a is
related to b” and write a .99 b. I

Let S be any set. We can define an Equality Relation = between S and itself as the
subset {(x,x) | x e S}. Of course, this is nothing new. It is simply the usual idea of what
it means for two “things” to be equal. So ifx, y e S are different elements, then they are
not related by the equality relation and we write 1: ;E y, but if x and y are the same then
we write x = y. A

We will refer to any relation between a set S and itself, as in the preceding example,
as a relation on S.

The graph of the flmctionf wheref(x) = x3 for all x e R, is the subset {(x,x3) Ix e R}
of R X R. Thus it is a relation on R. The function is completely detemtined by its graph.

A

The preceding example suggests that rather than define a “function" y =f(x) to be
a “rule” that assigns to each x e R exactly one y e R, we can easily describe it as a
certain type of subset of R x R, that is, as a type of relation. We free ourselves from R
and deal with any sets X and Y.

A function ¢ mapping X into Y is a relation between X and Y with the property that
each x e X appears as the first member of exactly one ordered pair (x, y) in (13. Such a
function is also called a map or mapping ofX into Y. We write 4; : X —> Y and express
(x, y) e 4: by ¢(x) = y. The domain of 42 is the set X and the set Y is the codomain of
qt. The range of¢is ¢[X] = {¢(x)|xeX}. I

We can view the addition of real numbers as a function + : (R x R) —> R, that is, as a
mapping of R x R into R. For example, the action of + on (2, 3) e R x R is given in
function notation by +((2, 3)) = 5. In set notation we write ((2,3), 5) e +. Of course,
our familiar notation is 2 + 3 = 5. A

Cardinality

The number of elements in a set X is the cardinality of X and is often denoted by
IX|. For example, we have |{2, 5,7}| = 3. It will be important for us to know whether
two sets have the same cardinality. If both sets are finite, there is no problem; we can
simply count the elements in each set. But do Z, Q, and R have the same cardinality?
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To convince ourselves that two sets X and Y have the same cardinality, we try to exhibit
a pairing of each x in X with only one y in Y in such a way that each element of Y is also
used only once in this pairing. For the sets X = {2, 5, 7} and Y = {?, !,#}, the pairing

2 <—>?, 5 <—> #, 7 <—>!

shows they have the same cardinality. Notice that we could also exhibit this pairing as
{(2, ?), (5, #), (7, l)} which, as a subset of X x Y, is a relation between X and Y. The
pairing

1 2 3 4 5 6 7 8 9 10
t t t t t t t t t t
0 —1 1 —2 2 —3 3 —4 4 -5

shows that the sets Z and 2+ have the same cardinality. Such a pairing, shom'ng that
sets X and Y have the same cardinality, is a special type of relation <—> between X and
Y called a one-to-one correspondence. Since each element x of X appears precisely
once in this relation, we can regard this one-to-one correspondence as a function with
domain X. The range of the function is Y because each y in Y also appears in some
pairing x <—> y. We formalize this discussion in a definition.

‘A function ¢ : X —> Y is one-to-one or iniective if ¢(x1) = ¢(x2) only when in = 12.
The flmction o) is onto or surjective if the range of q) is Y. If ¢ is both injective and
surjective, ¢ is said to be bijective. I

If a subset of X x Y is a one-to-one function ¢ mapping X onto Y, then each x e X
appears as the first member of exactly one ordered pair in ¢ and also each y 6 Y appears
as the second member of exactly one ordered pair in ¢. Thus if we interchange the first
and second members of all ordered pairs (x, y) in q) to obtain a set of ordered pairs (y, x),
we get a subset of Y x X, which gives a one-to-one function mapping Y onto X. This
function is called the inverse function of ¢, and is denoted by q)“. Summarizing, if
4) maps X one-to-one onto Y and ¢(x) = y, then ¢" maps Y one-to-one onto X, and
(It—10’) = x-

Two sets X and Y have the same cardinality if there exists a one-to-one function map-
ping X onto Y, that is, if there exists a one-to-one correspondence between X and Y.

I

The functionf : R —> R where f(x) = x2 is not one-to-one because f(2) =f(—2) = 4
but 2 ¢ —2. Also, it is not onto 1R because the range is the proper subset of all nonneg-
ative numbers in IR. However, g : R —> R defined by g(x) = x3 is both one-to-one and
onto IR. A

We showed that Z and Z+ have the same cardinality. We denote this cardinal num-
ber by 80, so that IZI = |Z+| = 80. It is fascinating that a proper subset of an infinite set
may have the same number of elements as the whole set; an infinite set can be defined
as a set having this property.

We naturally wonder whether all infinite sets have the same cardinality as the set Z.
A set has cardinality 80 if and only ifall of its elements could be listed in an infinite row,
so that we could “number them” using 2*. Figure 0.15 indicates that this is possible for
the set Q. The square array of fractions extends infinitely to the right and infinitely

‘ We should mention another terminology, used by the disciples of N. Bourbaki, in case you encounter it
elsewhere. In Bourbald's terminology, a one—to—one map is an injection, an onto map is a surjection, and a
map that is both one—to—one and onto is a bijection.
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downward, and contains all members of Q. We have shown a string winding its way
through this array. Imagine the fractions to be glued to this string. Taking the beginning
of the string and pulling to the left in the direction of the arrow, the string straightens
out and all elementso appear on it in an infinite row as 0, %, —%, l, —l, g, - - - . Thus
|Q| = 80 also.

If the set S = {x e R | 0 < x < 1} has cardinality 1%, all its elements could be listed
as unending decimals in a column extending infinitely downward, perhaps as

03659663426 - - -
07103958453 - - -
00358493553 - - -
09968452214 - - -

We now argue that any such array must omit some number in S. Surely S contains
a number r having as its nth digit after the decimal point a number different from 0,
from 9, and from the nth digit of the nth number in this list. For example, r might start
.5637- - - . The 5 rather than 3 after the decimal point shows r cannot be the first number
in S listed in the array shown. The 6 rather than 1 in the second digit shows r cannot be
the second number listed, and so on. Because we could make this argument with any
list, we see that S has too many elements to be paired with those in 2”. Exercise 15
indicates that R has the same number of elements as S. We just denote the cardinality of
R by URI. Exercise 19 indicates that there are infinitely many different cardinal numbers
even greater than lRl.

Partitions and Equivalence Relations

Sets are disjoint if no two of them share a common element. In Example 0.17 we break
up the integers into subsets. Eventually we will see how to define an algebraic structure
on these subsets of Z. That is, we will be able to “add” two of these subsets to get another
subset. We will find that breaking a set into subsets is a valuable tool in a number of
settings, so we conclude this section with a brief study ofpartitions of sets.

A partition of a set S is a collection of nonempty subsets of S such that every element
of S is in exactly one of the subsets. The subsets are the cells of the partition. I
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When discussing a partition of a set S, we denote by x the cell containing the ele-
ment x of S.

Splitting Z into the subset of even integers and the subset of odd integers, we obtain a
partition of Z into the two cells listed below.

6: {...,—-8,—-6,—4,—-2,0,2,4,...}

T: {...,—7,—5,—3,—1,1,3,5,...}

We can think of 6 as being the integers that are divisible by 2 and l as the integers
that when divided by 2 yield a remainder of 1. This idea can be used for positive integers
other than 2. For example, we can partition Z into three cells:

{x e Z | the remainder of x divided by 3 1s 1}, and

={x e Z | the remainder of x divided by 3 1s 2}.

6: {e|xisamultipleof3},

1:

Note that when dividing a negative number by 3, we still obtain a non-negative
remainder. For example, —5 + 3 is —2 with remainder 1, which says that —_5 = l.
_ _ Generalizing, for each n e Z+, we obtain a partition of Z consisting of n cells,
0,1,2,...,n — 1. For each 0 5 r 5 n — 1, an integerx is in the celliexactly when the
remainder ofx + n is r. These cells are the residue classes modulo n in Z and n is called
the modulus. We define_th_e set Z/nZ as the set containing the cells in this partition. So,
for example, Z/3Z = {0,1,2}. As we can see, Z/nZ = {0,1,2, . . . ,n — 1} has exactly
n elements. A

Each partition of a set S yields a relation .92 on S in a natural way: namely, for
x,y e S, let x .92 y if and only if x and y are in the same cell of the partition. In set
notation, we would write x .92 y as (x, y) e .92 (see Definition 0.7). A bit of thought
shows that this relation .92 on S satisfies the three properties of an equivalence relation
in the following definition.

An equivalence relation .99 on a set S is one that satisfies these three properties for all
x, y,z e S.

1. (Reflexive) x .99 x.
2. (Symmetric) Ifx .92 y, then y .99 x.
3. (Transitive) Ifx .92 y and y .93 z then x .33 z. I

To illustrate why the relation .92 corresponding to a partition of S satisfies the sym-
metric condition in the definition, we need only observe that ify is in the same cell as x
(that is, if x .92 y), then x is in the same cell as y (that is, y .92 x). We leave the similar
observations to verify the reflexive and transitive properties to Exercise 28.

For any nonempty set S, the equality relation: defined by the subset {(x, x) |x 6 S} of
S x S 1s an equivalence relation.

(Congruenee Modulo )1) Let n e Z+. The equivalence relation on Z corresponding
to the partition of Z into residue classes modulo n, discussed in Example 0.17, is con-
gruence modulo n. It is sometimes denoted by E... Rather than write a Enb, we usu-
ally write a E b (mod n), read, “a is congruent to b modulo n.” For example, we have
15 E 27 (mod 4) because both 15 and 27 have remainder 3 when divided by 4. A
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Let a relation .98 on the set Z be defined by n .% m if and only if nm 2 0, and let us
determine whether .% is an equivalence relation.

Reflexive a .92 a, because a2 2 0 for all a e Z.
Symmetric Ifaflb,thenab20,sobaandbfla.
'fi'ansitive Ifa .92 b and b .92 c, then ab 2 0 and bc 2 0. Thus abzc=acb2 z 0.

If we knew b2 > 0, we could deduce ac Z 0 whence a .92 c. We have to examine
the case b = 0 separately. A moment of thought shows that —3 .92 0 and 0 fl 5, but
we do not have —3 .92 5. Thus the relation .92 is not transitive, and hence is not an
equivalence relation. A

We observed above that a partition yields a natural equivalence relation. We now
show that an equivalence relation on a set yields a natural partition of the set. The
theorem that follows states both results for reference.

(Equivalence Relations and Partitions) Let S be a nonempty set and let ~ be an
equivalence relation on S. Then ~ yields a partition of S, where

fi={xeS|x~a}.

Also, each partition of S gives rise to an equivalence relation ~ on S where a ~ b if and
only if a and b are in the same cell of the partition.

We must show that the different cells E = {x e S | x ~ a} for a e S do give a partition of
S, so that every element of S is in some cell and so that if a e b, then ('1 = b. Leta e S.
Then a e 71 by the reflexivecondition (1), so a is in at lea_st one cell.

Suppose now that a e b. We need to show that I: = b as sets; this will show that a
cannot be in more than one cell. There is a standard way to show that two sets are the
same:

Show that each set is a subset ofthe other:

We show thatiz g b. Letx 6 5'1. Thenx ~ ¢_z. But a e b, so 0 ~ b._Then, by the h'ansitive
condition (3), x_~ b, so x e b. Thus a g b. Now we show that b g {1. Let y e b. Then
y ~ b. But a e b,_so a ~ b and,_by symmetry (2), b ~ 0. Then by transitivity (3), y ~ a,
so y e ('1. Hence b E I: also, so b = a and our proof is complete. 0

Each cell in the partition arising from an equivalence relation is an equivalence
class.

I EXERCISES 0

In Exercises 1 through 4, describe the set by listing its elements.
1. {xelRlx2=3} 2. {meZlm2+m=6}
3. {meZlmn=60forsomeneZ} 4.{e|x2—10x+1650}

In Exercises 5 through 10, decide whether the object described is indeed a set (is well defined). Give an alternate
description of each set.

5.{neZ+|nisalargenumber} 6. {neZln2<0}
7. {n e Z|39 <n3 < 57}
8. {r e Q | When r is multiplied by a sufficiently large power of 2, one obtains a whole number.}
9. {x e Z+ Ix is an easy number to factor}

10. {x 6 Q Ix may be written with positive denominator less than 4}
11. List the elements in {a, b, c} x {1, 2, e}.
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12. Let A = {1,2,3} and B = {2, 4, 6}. For each relation between A and B given as a subset of A x B, decide
whether it is a function mapping A into B. If it is a function, decide whether it is one-to—one and whether it is
onto B.
a. {{l,2], {2, 6}, {3, 4}} 11. [[1,3] and [5,7]]
c. {(1.6),(l,2),(1.4)} d- {{2,2},{3,6}, {1,6}}
e- {(1.6), (2, 6), (3. 6)} f- {{1,2}, {2, 6}}

13. Illustrate geometrically that two line segments AB and CD of different lengths have the same number of points
by indicating in Fig. 0.23 what point y of CD might be paired with point x ofAB.

14. Recall that for a,b e R and a < b, flre closed interval [a,b] in ]R is defined by [a,b] = {xe Rla 5x 5
b]. Show that the given intervals have the same cardinality by giving a formula for a one-to—one function
f mapping the first interval onto the second.

a. [0, l] and [0, 2] b. [1, 3] and [5, 7] c. [a,b] and [c,d]

15. Show that S = {x e R | 0 < x < 1} has the same cardinality as R. [Hint: Find an elementary function of cal-
culus that maps an interval one-to-one onto R, and then translate and scale appropriately to make the domain
the set S.]

For any set A, we denote by 9” (A) the collection of all subsets ofA. For example, ifA = {a, b, c, :1}, then (a, b, d} e
9’ (A). The set 9’ (A) is the power set ofA. Exercises 16 through 19 deal with the notion of the power set of a
set A.

16. List the elements of the power set of the given set and give the cardinality of the power set.
a. z b. {a} c. {a, b} d. {0. b. c}

17. Let A be a finite set, and let |A| = 3. Based on the preceding exercise, make a conjecture about the value of
I? (A)|. Then try to prove your conjecture.

18. For any set A, finite or infinite, let 8‘ be the set of all functions mapping A into the set B = {0, 1}. Show that
the cardinality of BA is the same as the cardinality of the set 9’ (A). [Hint: Each element of8‘ determines a
subset ofA in a natural way.]

19. Show that the power set of a set A, finite or infinite, has too many elements to be able to be put in a one-to—one
correspondence with A. Explain why this intuitively means that there are an infinite number of infinite cardinal
numbers. [Hint: Imagine a one-to-one function 4) mapping A into .9” (A) to be given. Show that d: cannot be
onto 9’ (A) by considering, for each x e A, whether x e ¢(x) and using this idea to define a subset S ofA that
is not in the range of 4).] Is the set ofeverything a logically acceptable concept? Why or why not?

20. LetA = {1,2} and letB = {3,4,5}.

8. Illustrate, using A and B, why we consider that 2 + 3 = 5. Use similar reasoning with sets of your own
choice to decide what you would consider to be the value of

i. 3 + 80, ii. Ra + Re.

I). Illustrate why we consider that 2 . 3 = 6 by plotting the points of A X B in the plane R x R. Use similar
reasoning with a figure in the text to decide what you would consider to be the value of 80 - Re.

21 How many numbers in the interval 0 5 x 5 1 can be expressed in the form .##, where each # is a digit
0, 1, 2, 3, - - ~ ,9? How many are there of the form .W? Following this idea, and Exercise 15, decide what
you would consider to be the value of 10% How about 12R0 and 2%?
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22. Continuing the idea in the preceding exercise and using Exercises 18 and 19, use exponential notation to fill
in the three blanks to give a list of five cardinal numbers, each of which is greater than the preceding one.

R0! URL —9 —9 —-

In Exercises 23 through 27, find the number of different partitions of a set having the given number of elements.
23. 1 element 24. 2 elements 25. 3 elements
26. 4 elements 27. 5 elements
28. Consider a partition of a set S. The paragraph following Definiu'on 0.18 explained why the relau'on

x32}:ifandonlyifxandyareinthesamecell

san'sfies the symmetric condition for an equivalence relation. Write similar explanations of why the reflexive
and transitive properties are also satisifed.

In Exercises 29 through 34, determine whether the given relation is an equivalence relation on the set. Describe
the partition arising from each equivalence relation.

29.nflminZifnm>0 30.x.92yin1Rify
31. x32 y in Z+ if the greatest common divisor ofx andy is greaterthan l

31(Ir,yr)%(X2,Y2)mR X Riffi +y? =x§ +y§
33. nflmin 2"" if n andmhave the same number of digits in the usual base ten notation
34. nflmin 2" if n andmhave the same finaldigit in the usual base ten notation
35. Using set notation of the form {. . . ,#,#,#, - - - }, write the residue classes modulo n in Z as discussed in

Example 0.17 for the indicated values of n.

a. 3 b. 4 c. 5
36. Write each set by listing its elements.

a. Z/BZ b. Z/4Z c. Z/SZ

37. When discussing residue classes, l is not well defined until the modulus n is given. Explain.
38. Let n e Z+ and let ~ be defined on Z by r ~ 3 if and only if r — s is divisible by n, that is, if and only if

r—s=aorsomeqe Z.
a. Show that ~ is an equivalence relation on Z.
I). Show that this ~ is the equivalence relation, congruence modulo n, of Example 0.20.

39. Let n 6 2+. Using the relation from Exercise 38, show that if d] ~ a2 and b1 ~ b2, then (or + b1)
~ (02 + 172)-

40. Let n 6 2+. Using the relation from Exercise 38, show that if or ~ a2 and b1 ~ b2, then (arbr) ~ (a2b2).

41 Students often misunderstand the concept of a one-to-one function (mapping). I think I know the reason. You
see, a mapping 4) :A —> B has a direction associated with it, from A to B. It seems reasonable to expect a
one-to—one mapping simply to be a mapping that carries one point of A into one point of B, in the direction
indicated by the arrow. But of course, every mapping of A into B does this, and Definition 0.12 did not say
that at all. With this unfortunate situation in mind, make as good a pedagogical case as you can for calling the
functions described in Definition 0.12 two-to-two function: instead. (Unfortunately, it is almost impossible to
get widely used terminology changed.)
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BINARY OPERATIONS

The transition from elementary school arithmetic to high school algebra involves using
letters to represent unknown numbers and studying the basic properties ofequations and
expressions. The two main binary operations used in high school algebra are addition
and multiplication. Abstract algebra takes the next step in abstraction. Not only are
the variables unknown, but the actual operations involved may be unknown! We will
study sets that have binary operations with properties similar to those of addition and
multiplication of numbers. In Part I, our goal will be to develop some of the basic
properties of a group. In this section we start our investigation of groups by defining
binary operations, naming properties possessed by some binary operations, and giving
examples.

Definitions and Examples
The first step in our journey to understand groups is to give a precise mathematical
definition of a binary operation that generalizes the familiar addition and multiplication
of numbers. Recall that for any set S, Definition 0.4 defines the set S x S to contain all
ordered pairs (a, b) with a, b e S.

A binary operation a: on a set S is a function mapping S x S into S. For each (a, b) e
S x S, we will denote the element *((a, b)) of S by a * b. I

Intuitively, we may regard a binary operation * on S as assigning, to each ordered
pair (a, b) of elements of S, an element a a: b of S.

Binary refers to the fact that we are mapping pairs of elements from S into S. We
could also define a ternary operation as a function mapping triples of elements of S to S,
but we will have no need for this type of operation. Throughout this book we will often
drop the term binary and use the term operation to mean binary operation.

Our usual addition + is an operation on the set R. Our usual multiplication - is a
different operation on R. In this example, we could replace R by any of the sets C, Z,
lR+, or 2” . A

11
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Note that we require an operation on a set S to be defined for evety ordered pair
(a, b) of elements from S.

Let MGR) be the set of all matrices’r with real enu'ies. The usual matrix addition + is
not an operation on this set since A +B is not defined for an ordered pair (A, B) of
matrices having different numbers of rows or of columns. A

Sometimes an operation on S provides an operation on a subset H of S also. We
make a formal definition.

Let a: be an operation on S and let H be a subset of S. The subset H is closed under
* if for all u,b e H we also have a * b e H. In this case, the operation on H given by
restricting * to H is the induced operation of * on H. I

By our very definition of an operation * on S, the set S is closed under *, but a
subset may not be, as the following example shows.

Our usual addition + on the set R of real numbers does not induce an operation on the
set IR' of nonzero real numbers because 2 e R‘ and —2 e R“, but 2 + (—2) = 0 and
0 ¢ R‘. Thus lR“ is not closed under an. A

In our text, we will often have occasion to decide whether a subset H of S is closed
under a binary operation at: on S. To arrive at a correct conclusion, we have to know what
it meansfor an element to be in H, and to use this fact. Students often have trouble here.
Be sure you understand the next example.

Let + and - be the usual operations of addition and multiplication on the set Z,
and let H = {nzln e W}. Detemline whether H is closed under (a) addition and
(b) multiplication.

For part (a), we need only observe that 12 = l and 22 = 4 are in H, but that
l + 4 = 5 and 5 ¢ H. Thus H is not closed under addition.

For part (b), suppose that r e H and s e H. Using what it means for r and s to be
in H, we see that there must be integers n and m in Z+ such that r = n2 and s = m2.
Consequently, rs = nzm2 = (nm)2. By the characterization of elements in H and the fact
that nm e Z+, this means that rs e H, so H is closed under multiplication. A

Let F be the set of all real-valued functionsf having as domain the set R of real numbers.
We are familiar from calculus with the operations +, —, -, and e on F. Namely, for each
ordered pair (f, g) of functions in F, we define for each x e R

f + g by (f + 90:) =f(x) + .900 addition,
f — g by (f - 90‘) =f(x) — g(x) subtraction,
f ‘ g by (f ' 8X15) =f(x)g(x) multiplication, and
f 0 g by (f 0 g)(x) =f(g(x)) composition.

All four of these functions are again real valued with domain 1R, so F is closed under all
four operations +, —, -, and o. A

The operations described in the examples above are very familiar to you. In this
text, we want to abstract basic structural concepts from our familiar algebra. To empha-

7 Most students of abstract algebra have studied linear algebra and are familiar with matrices and matrix
operations. For the benefit of those students, examples involving matrices are often given. The reader who is
not familiar with matrices can either sldp all references to them or tum to the Appendix at the back of the text,
where there is a short summary.
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size this concept of abstraction from the familiar, we should illustrate these structural
concepts with unfamiliar examples.

The most important method of describing a particular binary operation * on a given
set is to characterize the element a * b assigned to each pair (a, b) by some property
defined in terms of a and b.

On Z+, we define an operation at by a at: b equals the smaller of a and b, or the common
valueifa=b.ThusZ*11=2;15*10=10;and3*3=3. A

On Z+, we define an operation *’ by a *’ b = a. Thus 2*’ 3 = 2; 25 *’ 10 = 25; and
Sal/5 =5. A

Cu 2+, we define an operation *” by a *” b = (a x: b) + 2, where * is defined in Exam-
ple l.8.'I'hus4*”7=6;25*”9=ll;and6*”6=8. A

It may seem that these examples are of no importance, but in fact they are used mil-
lions of times each day. For example, consider the GPS navigational system installed
in most cars and cell phones. It searches alternative driving routes, computes the travel
time, and determines which route takes less time. The operation in Example 1.8 is pro-
grammed into modern GPS systems and it plays an essential role.

Examples 1.8 and 1.9 were chosen to demonstrate that an operation may or may
not depend on the order of the given pair. Thus in Example 1.8, a * b = b * a for all
a,b 6 2+, and in Example 1.9 this is not the case, for 5 *’ 7 = 5 but 7 *’ 5 = 7.

An operation * on a set S is commutative if (and only if) a*b = b*a for all
a,b e S. I

As was pointed out in Section 0, it is customary in mathematics to omit the words
and only if from a definition. Definitions are always understood to be if and only if
statements. Theorems are not always ifand only if statements, and no such convention
is ever usedfor theorems.

Now suppose we wish to consider an expression of the form a * b * c. A bi-
nary operation * enables us to combine only two elements, and here we have three.
The obvious attempts to combine the three elements are to form either (a a: b) * c or
a * (b * c). With * defined as in Example 1.8, (2 * 5) * 9 is computed by 2 * 5 = 2
andthen2*9=2. Likewise, 2*(5*9)iscomputedby5*9 =5andthen2*5 :2.
Hence (2*5)*9 = 2*(5 *9), anditis nothardto see thatforthis *,

(a*b)*c=a*(b*c),

so there is no ambiguity in writing a * b a: c. But for *” of Example 1.10,

(2*”5)*”9=4*”9 = 6,

while

2*”(5*”9)=2*”7=4.

Thus (a *” b) ak” c need not equal a*” (b ah” c), and the expression a*” b*” c is
ambiguous.

Anoperation onasetSis associativeif(a*b)*c = a*(b*c) foralla,b,c e S. I

It can be shown that if * is associative, then longer expressions such as a * b a:
c * d are not ambiguous. Parentheses may be inserted in any fashion for purposes of
computation; the final results of two such computations will be the same.
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Composition of functions mapping 1R into R was reviewed in Example 1.7. For any
set S and any functionsf and g mapping S into S, we similarly define the composition
f o g of g followed byf as the function mapping S into S such that (f o g)(x) =f(g(x))
for all x e S. Some of the most important binary operations we consider are defined
using composition of functions. It is important to know that function composition is
always associative whenever it is defined.

(Associativity of Composition) Let S be a set and letf, g, and h be functions mapping
SintoS.Thenfo(goh)=(fog)oh.

To show these two functions are equal, we must show that they give the same assignment
to each x e S. Computing we find that

(f 0 (g 0 h))(x) =f((g 0 h)(x)) =f(g(h(X)))
and

((f 0 g) 0 h)(x) = (f 0 g)(h(X)) =f(g(h(X))).
so the same elementf(g(h(x))) of S is indeed obtained. 9

As an example of using Theorem 1.13 to save work, recall that it is a fairly painful
exercise in summation notation to show that multiplication of n x n matrices is an asso-
ciative operation. If, in a linear algebra course, we first show that there is a one-to-one
correspondence between matrices and linear transformations and that multiplication of
matrices corresponds to the composition of the linear transformations (functions), we
obtain this associativity at once from Theorem 1.13.

There is another property that an operation on a set may have that is of particular
importance in algebra. The numbers 0 and 1 play special roles as real numbers because
for any real number a, a + 0 = a and a x l = a. Because of these properties, 0 is called
the additive identity in IR and l is called the multiplicative identity in R. In general we
have the following definition of an identity.

Let S be a set with binary operation at. If e e S has the property that for all a e S,
a * e = e * a = a, then e is called an identity element for *. I

We included both conditions a a: e = a and e * a = a in the definition of an identity
because we are not assuming that the operation on S is commutative. Of course, if the
operation is commutative, such as + and x on the real numbers, then we would only
have to check one of the conditions and the other follows from commutativity.

(Uniqueness of Identity) A set with binary operation * has at most one identity
element.

We need to show that there cannot be two different identity elements. To do this, we
assume that both e and e’ are identities and show that e = e’. Consider the element
e * e’. Since e is an identity, e * d = e’. But e * d = e because e’ is also an identity.
Therefore e = e’. 0

Continuing with Example 1.7, let F be the set of all functions mapping the real numbers
to the real numbers. We verify that the function defined by t(x) = x is the identity for the
operation function composition. Letf e F. Thenf o t(x) =f(t(x)) =f(x) and l of(x) =
l(f(x» =f(x)-

The function m(x) = 1 is the identity for the operation function multiplication,
a(x) = 0 is the identity for function addition, but function subtraction has no identity
element. A
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The last property that we consider in this section is the existance of inverse ele-
ments. For addition, the inverse of a real number a is —a. Using multiplication, the
inverse of a nonzero real number a is % We now give the formal definition of an inverse
for an element x.

If * is an operation on the set S and S has an identity e, then for any x e S, the inverse
ofxisanelementx’suchthatxau’=x’*x=e. I

Continuing Example 1.16, let F be the set of functions mapping the real numbers to
the real numbers with operation function composition. We have two definitions for the
inverse of a functionf e F, the usual definition of an inverse function and Definition
1.17. The two definitions match since both say that an inverse for f is a function f’
such thatf of’ = f’ of = 1. Sof e F has an inverse if and only iff is one-to-one and
onto. A

Tables

For a finite set, a binary operation on the set can be defined by means of a table in which
the elements of the set are listed across the top as heads of columns and at the left side
as heads of rows. We always require that the elements of the set be listed as heads across
the top in the same order as heads down the left side. The next example illustrates the
use of a table to define a binary operation.

Table 1.20 defines the binary operation * on S = {a, b, c} by the following rule:

(ith entry on the lefi) * (ith entry on the top)

= (entry in the ith row andjth column ofthe table body).

Thusa*b=candbaka=a,so*isnotcommutative. A

We can easily see that a binary operation defined by a table is commutative
if and only if the entries in the table are symmetric with respect to the diagonal
that starts at the upper left comer of the table and terminates at the lower right
comer.

Complete Table 1.22 so that a: is a commutative operation on the set S = {a, b, c, d}.

From Table 1.22, we see that b * a = d. For * to be commutative, we must have a *
b = d also. Thus we place d in the appropriate square defining a * b, which is located
symmetrically across the diagonal in Table 1.23 from the square defining b * a. We
obtain the rest of Table 1.23 in this fashion to give our solution. A

1.22 Table 1.23 Table

* a b c d
a b c d

a b
b d a d a a

a b d Xe b
c a c d
d a b b c c a c kb

:1 b b \
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When an operation has an identity element, it is customary to put the identity first in the
list of heads. This makes the first row and the first column match the head row and head
column as seen in Table 1.25. A

Some Words of Warning
Classroom experience shows the chaos that may result if a student is given a set and
asked to define some binary operation on it. Remember that in an attempt to define a
binary operation =0: on a set S we must be sure that

l. exactly one element is assigned to each possible orderedpair ofelements of S,

2. for each orderedpair ofelements of S, the element assigned to it is again in S.

Regarding Condition 1, a student will often make an attempt that assigns an element
of S to “mos ” ordered pairs, but for a few pairs, determines no element. In this event,
* is not everywhere defined on S. It may also happen that for some pairs, the at-
tempt could assign any of several elements of S, that is, there is ambiguity. In any case
of ambiguity, * is not well defined. If Condition 2 is violated, then S is not closed
under *.

On which of the sets Q, Q", and Z+ does the formula a * b = a/b define an operation?
Note that this formula does not make sense in the case that b = 0. So for example,
2 * 0 = 2/0 is not defined, which means Condition 1 is not satisfied. So * is not an
operation on Q.

If we throw out 0, we do have an operation on 0* since both Conditions 1 and 2
are satisfied. That is, for any a, b e Q“, a * b = a/b is a nonzero rational number.

The set Z+ does not include 0, but there is another issue. For example, 1 * 2 =
1/2 ¢ 2+, which means that Condition 2 is violated and a: is not an operation on Z+.A

Following are several illustrations of attempts to define operations on sets. Some
of them need some work! The symbol * is used for the attempted operation in all these
examples.

Let F be the set of all real-valued functions with domain R as in Example 1.7. Suppose
we “define” * to give the usual quotient of f by g, that is, f * g = h, where h(x) =
f(x)/g(x). Here Condition 2 is violated, for the functions in F are defined for all real
numbers, and for some g e F, g(x) will be zero for some values of x in IR and h(x)
would not be defined at those numbers in R. For example, iff(x) = cos x and g(x) = x2,
then h(0) is undefined, so h g! F. A

Let F be as in Example 1.27 and letf a: g = h, where h is the function greater than both
f and g. This “definition” is extremely vague. In the first place, we have not defined
what it means for one function to be greater than another. Even if we had, any sensible
definition would result in there being many functions greater than bothf and g, and *
would still be not well defined. A

Let S be a set consisting of 20 people, no two of whom are of the same height. Define
* by a a: b—— c, where c is the tallest person among the 20 1n S. This 1s a perfectly good
binary operation on the set, although not a particularly interesting one.

Let S be as in Example 1.29 and let a * b = c, where c is the shortest person in S who
is taller than both a and b. This * is not everywhere defined, since if either a or b is the
tallest person in the set, a at: b is not determined. A
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I EXERCISES l

Computations
Exercises 1 through 4 concern the binary operation at: defined on S = {a, b, c, d, e} by means of Table 1.31.

1. Computeb*d,c*c, and [(a *c) *e] *a.
2. Compute (a * b) * c and a at: (b * c). Can you say on the basis of this computation whether * is associative?
3. Compute (b * d) * c and b a: (d * c). Can you say on the basis of this computafion whether * is associative?
4. Is * commutative? Why?
5. Complete Table 1.32 so as to define a commutative binary operafion * on S = {a, b, c, d}.

6. Thble 1.33 can be completed to define an associative binary operation at: on S = {a, b, c, d}. Assume this is
possible and compute the missing entries. Does S have an idenfity element?

1.31 Thble 1.32 Table 1.33 Table

* a b c d e * a b c d * a b c d

a a b c d a a b c a a b c d

b b c a e c b b d c b b c d

c a b b c c a d b c c d c d

d b e b e d d a d
e d b a

In Exercises 7 through 1 1, determine whether the operation at: is associative, whether the operation is commutative,
and whether the set has an identity element.

7. *definedoaylettinga*b=a—b
8. *definedonQbylettinga*b=2ab+3
9. *definedoaylettinga*b=ab+a+b

10. *defined on z+ by lettingmkb = 2'1"
11. *defined on z+ by lettingaacb =a"
12. Let S be a set having exactly one element. How many different binary operations can be defined on S? Answer

the question if S has exactly 2 elements; exactly 3 elements; exactly n elements.
13. How many different commutative binary operations can be defined on a set of 2 elements? on a set of 3

elements? on a set of n elements?
14. How many different binary operations on a set S with n elements have the property that for all x e S, x * x = x?

15. How many different binary operations on a set S with n elements have an identity element?

Concepts

In Exercises 16 through 19, correct the definition of the italicized term without reference to the text, if correction
is needed, so that it is in a form acceptable for publication.

16. A binary operation * is commutative if and only if a * b = b * a.
17. A binary operation a: on a set S is associative if and only if, for all a,b,ceS, we have

(b*c)*a=b*(c*a).
18. A subset H of a set S is closed under a binary operation * on S if and only if (a * b) e H for all a, b e S.
19. An identity in the set S with operation a: is an element e e S such that a * e = e * a = a.
20. Is there an example of a set S, a binary operation on S, and two different elements e1,e2 e S such that for all

a e S, e1 * a = a and a * e2 = a? If so, give an example and if not, prove there is not one.
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In Exercises 21 through 26, determine whether the definition of * does give a binary operation on the set. In the
event that * is not a binary operation, state whether Condition 1, Condition 2, or both conditions regarding defining
binary operations are violated.
21. On Z+, definea 4: b = b”.
22. On]R+,define*bylettinga*b=2a—b.
23. On 1R+, define * by a * b to be the minimum of a and b — 1 if they are different and their common value if

they are the same.
24. On]R,definea*btobethenumbercsothatcb = a.
25. On 2+, define a: by letting a * b = c, where cis at least 5 more thana + b.
26. On 2+, define a: by letting a * b = c, where c is the largest integer less than the product of a and b.

27. Let H be the subset ofM2(]R) consisting of all matrices of the form [2 _Z] for a, b e R. Is H closed under

a. matrix addition? I). matrix multiplication?
28. Determine whether each of the following is true or false.

If*is anybinaryoperationonany setS,thena*a =aforalla e S.
If»: is any commutative binary operation on any set S, then a * (b at: c) = (b at: c) * a for all a,b,c E S.
If * is any associative binary operation on any set S, then a * (b * c) = (b * c) at: a for all a, b, c e S.
The only binary operations of any importance are those defined on sets of numbers.
A binary operation * on a set S is commutative if there exist a, b e S such that a * b = b * a.
Every binary operation defined on a set having exactly one element is both commutative and associative.9

9
9

-9
7

9

A binary operation on a set S assigns at least one element of S to each ordered pair of elements ofS.
A binary operation on a set S assigns at most one element of S to each ordered pair of elements of S.

r-
F

'Q
"

A binary operation on a set S assigns exacfly one element of S to each ordered pair of elements ofS.
A binary operation on a set S may assign more than one element of S to some ordered pair of
elements of S.

k. Forany binary operation *on the setS, ifa,b,c e Sanda *b = a *c, thenb = c.
I. For any binary operation >1: on the set S, there is an element e e S such that for all x e S, x at: e = x.
In. There is an operation on the setS = {21,e2,a} so thatforallx e S, e1 *1: = 22 *x = x.

1). Identity elements are always called 2.
29. Give a set different from any of those described in the examples of the text and not a set of numbers. Define

two different binary operations >1: and *’ on this set. Be sure that your set is well defined.

[-5
. .

Theory

30. Prove that if at: is an associative and commutative binary operation on a set S, then

(a*b)*(c*d)= [(d*c)*a]*b

for all a, b, 0,11 6 S. Assume the associative law only for triples as in the definition, that is, assume only

(x*y)*z=x*(y*z)
for all x,y,z e S.

In Exercises 31 and 32, either prove the statement or give a counterexample.

31. Every binary operation on a set consisting of a single element is both commutative and associative.
32. Every commutative binary operation on a set having just two elements is associative.

Let F be the set of all real-valued functions having as domain the set R of all real numbers. Example 1.7 defined
the binary operations +, —, -, and c on F. In Exercises 33 through 41, either prove the given statement or give a
counterexample.

33. Function addition + on F is associative.
34. Function subtraction — on F is commutative.
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35. Function subtraction — on F is associative.
36. Under function subtraction — F has an identity.
37. Under function multiplication - F has an identity.
38. Function multiplication - on F is commutative.
39. Function multiplication - on F is associative.

40. Function composition 0 on F is commutative.
41. If * and *’ are any two binary operations on a set S, then

a*(b*’c)=(a*b)*’(a*c) forall a,b,ceS.
42. Suppose that * is an associative binary operation on a set S. Let H = {a e S | a *x = x* a for all x e S}.

Show that H is closed under *. (We think of H as consisting of all elements of S that commute with every
element in S.)

43. Suppose that at: is an associative and commutative binary operation on a set S. Show that H = {a e S | a at: a =
a} is closed under *. (The elements of H are idempotents of the binary operau'on at.)

44. Let S be a set and let * be a binary operation on S satisfying the two laws

0 x*x=xforallseS,and
0 (x*y)*z=(y*z)*xforallx,y,zeS.

Show that * is associative and commutative. (This is problem 3-] on the 1971 Putnam Competition.)

GROUPS

In high school algebra, one of the key objectives is to learn how to solve equations.
Even before learning algebra, students in elementary school are given problems like
5+E| =20r2 x El =3,whichbecome5+x=2and2x=3inhighschoola1gebra
Let us closely examine the steps we use to solve these equations:

5 + x = 2, given,
—5+(5+x)=—5+2, adding—5,
(—5 + 5) +x = —5 + 2, associative law,

0 +x = —5 + 2, computing — 5 + 5,
1:: —5+2, property of0,
x = —3, computing — 5 + 2.

Strictly speaking, we have not shown here that —3 is a solution, but rather that it is
the only possibility for a solution. To show that —3 is a solution, one merely computes
5 + (—3). A similar analysis could be made for the equation 2x = 3 in the rational
numbers with the operation of multiplication:

2x = 3, given,
%(2x) = %(3), multiplying by %.

(% -2)x = %3, associative law,
1 -x = é3, computing %2,

x = %3, property of 1,
x = %, computing %3.

Now suppose that we have a set with a binary operation *. What properties does
the operation need to have in order to solve an equation of the form a * x = b where a
and b are fixed elements of S? Both equations 5 + x = 2 and 2x = 3 have this form; the
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first uses the operation +, and the second uses the operation x. By examining the steps
used we can see what properties of the operation * are required as summarized in the
table below.

Property | + | x
Associative Property —5 + (5 + x) = (—5 + 5) + x §(2x) = (g -2)x

Identity Element 0: 0+x=x l: 1-x=x
Inverse Element —5: —5 + 5 = 0 %: % - 2 = 1

If S is a set with an operation * satisfying these three properties, then an equation
of the form a * x = b could be solved for x using exactly the same steps used to solve
5 + x = 2 or 2x = 3. These three essential properties are all that is required in order to
have a group. We are now ready to present the precise definition.

Definition and Examples

A group (G, *) is a set G, closed under a binary operation at, such that the following
axioms are satisfied:

5%: For all a,b,c e G, we have

(a*b)*c=a*(b*c). associativityofa:

3: There is an element e in G such that for all x e G,

e * x = x * e = 2:. identity element e for a:

%: Corresponding to each a e G, there is an element a’ in G such that

a*a’=a’*a=e. inversea’ofa I

(R, +) is a group with identity element 0 and the inverse of any real number a is —a.
However, (1R, -) is not a group since 0 has no multiplicative inverse. We were still able
to solve 2x = 3 in the example above because (1R*, -) is a group since multiplication
of real numbers is associative, l is an identity, and every real number except 0 has an
inverse. A

It is often convenient to say that G is a group under the operation * rather than
write (G, *) is a group. At times, there is only one obvious operation that makes (G, *)
a group. In this case, we may abuse notation and say that G is a group. For example, if
we say that R is a group, we mean that R is a group under addition.

A group G is abelian if its binary operation is commutative. I

Let us give some examples of some sets with binary operations that give groups
and also of some that do not give groups.

The set 2’“ under addition is not a group. There is no identity element for + in 2". A

The set ofall nonnegative integers (including 0) under addition is still not a group. There
is an identity element 0, but no inverse for 2. A
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I HISTORICAL NOTE

ere are three historical roots of the develop-
ment of abstract group theory evident in the

mathematical literature of the nineteenth century:
the theory of algebraic equations, number theory,
and geometry. All three of these areas used group-
theoretic methods of reasoning, although the meth-
ods were considerably more explicit in the first
area than in the other two.

One of the central themes of geometry in the
nineteenth century was the search for invariants
under various types of geometric transformations.
Gradually attention became focused on the trans-
formations themselves, which in many cases can
be thought of as elements of groups.

In number theory, already in the eighteenth
century Leonhard Euler had considered the re-
mainders on division of powers 0" by a fixed prime
p. These remainders have “group” properties.

Similarly, Carl F. Gauss, in his Disquisitiones
Arithmeticae (1800), dealt extensively with
quadratic forms at:2 + 2bxy + cyz, and in particu-
lar showed that equivalence classes of these forms
under composition possessed what amounted to
group properties.

Finally, the theory of algebraic equations pro-
vided the most explicit prefiguring of the group
concept. Joseph-Louis Lagrange (1736-1813) in
fact initiated the study of permutations of the roots
of an equation as a tool for solving it. These per-
mutations, of course, were ultimately considered as
elements of a group.

It was Walther von Dyck (1856—1934) and
Heinrich Weber (1842—1913) who in 1882 were
able independently to combine the three historical
roots and give clear definitions of the notion of an
abstract group.

2.6 Example
show that Z, Q, R, and C under addition are abelian groups.

2.7 Example
of 3.

The familiar additive properties of integers and of rational, real, and complex numbers
A

The set 2" under multiplication is not a group. There is an identity 1, but no inverse
A

I HISTORICAL NOTE

ommutative groups are called abelian in
honor of the Norwegian mathematician Niels

Henrik Abel (1802—1829). Abel was interested in
the question of solvability of polynomial equa-
tions. In a paper written in 1828, he proved that if
all the roots of such an equation can be expressed
as rational functionsf, g, . . . , h of one of them, say
x, and if for any two of these roots, f(x) and g(x),
the relation f(g(x)) = g(f(x)) always holds, then
the equation is solvable by radicals. Abel showed
that each of these functions in fact permutes the
roots of the equation; hence, these functions are el-
ements of the group of permutations of the roots. It
was this property ofcommutativity in these perrnu—
tation groups associated with solvable equations
that led Camille Jordan in his 1870 treatise on al-
gebra to name such groups abelian; the name since

then has been applied to commutative groups in
general.

Abel was attracted to mathematics as a
teenager and soon surpassed all his teachers in Nor-
way. He finally reoeived a government travel grant
to study elsewhere in 1825 and proceeded to Berlin,
where he befriended August Crelle, the founder of
the most influential German mathematical journal.
Abel contributed numerous papers to Crelle‘s Jour-
nal during the next several years, including many
in the field of elliptic functions, whose theory he
created virtually single-handedly. Abel returned to
Norway in 1827 with no position and an abundance
of debts. He nevertheless continued to write bril-
liant papers, but died of tuberculosis at the age of
26, two days before Crelle succeeded in finding a
university position for him in Berlin.
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The familiar multiplicative properties of rational, real, and complex numbers show that
the sets (2+ and 1R+ ofpositive numbers and the sets 0*, IR”, and C‘ ofnonzero numbers
under multiplication are abelian groups. A

The set of all real-valued functions with domain R under function addition is a group.
This group is abelian. A

(Linear Algebra) Those who have studied vector spaces should note that the axioms
for a vector space V pertaining just to vector addition can be summarized by asserting
that V under vector addition is an abelian group. A

The set mnOR) of all m x 7: matrices under matrix addition is a group. The m x n
matrix with all entries 0 is the identity matrix. This group is abelian. A

The set M..(]R) of all n X n matrices under matrix multiplication is not a group. The
n x n matrix with all entries 0 has no inverse. A

Each of the groups we have seen in the above examples is an abelian group. There
are many examples of groups which are not abelian, two of which we now present.

Here we give an example of a group that is not abelian. We let T be the set of all
isometries of the plane. An isometry of the plane is a function mapping the plane to
the plane which preserves distance. So if ¢ is an isometry of the plane and P,Q are
points in the plane, then the distance between P and Q is the same as the distance
between ¢(P) and ¢(Q). Isometries of the plane map the plane one-to-one and onto
itself. Examples of isometries include translations and rotations of the plane. The set T
under the operation ofcomposition forms a group. To verify this we first must check that
function composition is an operation. Certainly, the composition of two isometries is an
isometry since each preserves distance. So function composition gives an operation on
T. Theorem 1.13 states that function composition is associative, so 391 is satisfied. The
identity function l that maps each point P in the plane to itself gives an identity element
in T, which means that 95 is satisfied. Finally, for any isometry (I), the inverse function
4)“ is also an isometry and it serves as an inverse as defined in 35. Therefore T is a
group under function composition.

To show that T is not abelian, we only need to find two isometries (13 and 0 such
that ()5 o 9 91E 9 o q). The functions ¢(x, y) = (—x, y) (reflection across the y-axis) and
0(x,y) = (—y,x) (rotation by 7r/2 about the origin) foot the bill. Note that q) 0 0(1, 0) =
¢(0(l,0)) = ¢(0,1) = (0,1) and 0 o ¢(1,0) = 0(¢(1,0)) = 0(—1,0) = (0, —l), which
implies that g) o 0 ;E 0 0 ¢ and T is not an abelian group under function composition.

A

Show that the subset S ofM,.(]R) consisting of all invem'ble n x n matrices under matrix
multiplication is a group.

We start by showing that S is closed under matrix multiplication. Let A and B be in S,
so that both A‘1 and B‘1 exist and AA‘1 = 83‘1 = I". Then

(AB)(B‘1A_1) = A(BB")A‘1 = A1,,A-1 = 1,,
so that AB is invertible and consequently is also in S.

Since matrix multiplication is associative and 1,, acts as the identity element, and
since each element of S has an inverse by definition ofS, we see that S is indeed a group.
This group is not connnutative. A

The group of invertible n X n matrices described in the preceding example is of
fundamental importance in linear algebra. It is the general linear group of degree n,
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and is usually denoted by GL(n, 1R). Those of you who have studied linear algebra know
that a matrix A in GL(n,R) gives rise to an invertible linear transformation T : R" —>
R", defined by T(x) = Ax, and that conversely, every invertible linear transformation
of IR” into itself is defined in this fashion by some matrix in GMnJR). Also, matrix
multiplication corresponds to composition of linear transformations. Thus all invertible
linear transformations of IR" into itself form a group under function composition; this
group is usually denoted by GLOR"). Since the sets GLGR") and GL(n, R) and their
operations are essentially the same, we say that the two groups are isomorphic. We give
a formal definition later in this section.

We conclude our list of examples of groups with one that may seem a bit contrived.
We include it to show that there are many ways to define groups and to illustrate the
steps needed to verify that a given set with an operation is a group.

Let at be defined on 0" by a * b = ab/2. Then
ab abc

b = — = —(a a: )* c 2 * c 4

and likewise
be abcb = — = —.a *( * c) a * 2 4

Thus * is associative. Computation shows that

2 a: a = a :9: 2 = a
for all a 6 0+, so 2 is an identity element for *. Finally,

4 4
a * — = — a: a = 2,

a a
so a’ = 4/a is an inverse for (1. Hence 0+ with the operation * is a group. A

Elementary Properties of Groups

As we proceed to prove our first theorem about groups, we must use Definition 2.1,
which is the only thing we know about groups at the moment. The proof of a second
theorem can employ both Definition 2.1 and the first theorem; the proof of a third theo-
rem can use the definition and the first two theorems, and so on.

Our first theorem will establish cancellation laws. In real number arithmetic, we
know that 2a = 2b implies that a = b. We need only divide both sides of the equation
2a = 2b by 2, or equivalently, multiply both sides by %, which is the multiplicative
inverse of 2. We parrot this proof to establish cancellation laws for any group. Note that
we will also use the associative law.

If G is a group with binary operation *, then the left and right cancellation laws
hold in G, that is, a*b=a*cimplies b =c, andb*a=c*a implies b=cfor all
a, b,c e G.

Suppose a * b = a * c. Then by %, there exists a’, and

a’*(a*b)=a’*(a*c).

By the associative law,

(a’*a)*b= (a’*a)*c.

By the definition ofa’ in %,a’ * a = e, so

e*b=e*c.



Part1

2.17 Theorem

Proof

2.18 Theorem

Groups and Subgroups

By the definition of e in g,

b = 0.

Similarly, from b * a = c * a one can deduce that b = c upon multiplication on the right
by a’ and use of the axioms for a group. 9

Our next proof can make use of Theorem 2.16. We show that a “linear equation” in
a group has a unique solution. Recall that we chose our group properties to allow us to
find solutions of such equations.

If G is a group with binary operation *, and if a and b are any elements of G, then the
linear equations a at x = b and y * a = b have unique solutions x and y in G.

First we show the existence of at least one solution by just computing that a’ * b is a
solution of a at x = b. Note that

a at: (a' * b) = (a at: a’) a: b, associative law,
= e :9: b, definition of a’,
= b, property of e.

Thusx=a’*bisasolution ofaakx: b. Inasimilarfashion,y=b*a’ isasolution
ofy * a = b.

To show uniqueness of y, we use the standard method of assuming that we have
twosolutions,yl andyz, sothatyl *a = bandyz * a = b. Thenyl *a =yz *a, andby
Theorem 2.16, y1 = y;. The uniqueness ofx follows similarly. 9

Of course, to prove the uniqueness in the last theorem, we could have followed the
procedure we used in motivating the definition of a group, showing that if a *x = b,
then x = a’ * b. However, we chose to illustrate the standard way to prove an object is
unique; namely, suppose you have two such objects, and then prove they must be the
same. Note that the solutions x = a’ * b and y = b * a’ need not be the same unless * is
commutative.

Because a group has a binary operation, we know from Theorem 1.15 that the
identity e in a group is unique. We state this again as part of the next theorem for easy
reference.

In a group G with binary operation *, there is only one element e in G such that

e a: x = x a: e = x

for all x e G. Likewise for each a e G, there is only one element a’ in G such that

a’*a=a*a’ =e.

In summary, the identity element and inverse of each element are unique in a group.

Theorem 1.15 shows that an identity element for any binary operation is unique. No use
of the other group axioms was required to show this.

Tuming to the uniqueness of an inverse, suppose that a e G has inverses a’ and a”
sotliata’*a=a*a’ = eanda”*a =a*a” =e.Then

aaka” =a*a’ =e

and, by Theorem 2.16,

a”=a’,

so the inverse of a in a group is unique. 9
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Note thatinagroup G, we have

(a*b)*(b’*a’)=a*(b*b’)*a’=(a*e)*a’=a*a’=e.

This equation and Theorem 2.18 show that b/ :1: a’ is the unique inverse of a * b.
That is, (a * b)’ = b’ * a’. We state this as a corollary.

Leteagroup.Foralla,beG,wehave(a*b)’=b’*a’. O

For your information, we remark that binary algebraic structures with weaker ax-
ioms than those for a group have also been studied quite extensively. Of these weaker
structures, the semigroup, a set with an associative binary operation, has perhaps had
the most attention. A monoid is a semigroup that has an identity element for the binary
operation. Note that every group is both a semigroup and a monoid.

Finally, it is possible to give axioms for a group (G, *) that seem at first glance to
be weaker, namely:

1. The binary operation * on G is associative.
2. There exists a left identity element e in G such that e * x = x for all x e G.
3. For each a e G, there exists a left inverse a’ in G such that a’ * a = e.

From this one-sided definition, one can prove that the left identity element is also a
right identity element, and a left inverse is also a right inverse for the same element.
Thus these axioms should not be called weaker, since they result in exactly the same
structures being called groups. It is conceivable that it might be easier in some cases to
check these lefi axioms than to check our two-sided axioms. Of course, by symmetry it
is clear that there are also right axioms for a group.

Group Isomorphisms

All our examples have been of infinite groups, that is, groups where the set G has an in-
finite number of elements. We turn to finite groups, starting with the smallest finite sets.

Since a group has to have at least one element, namely, the identity, a minimal
set that might give rise to a group is a one-element set {e}. The only possible binary
operation * on {e} is defined by e a: e = e. The three group axioms hold. The identity
element is always its own inverse in every group.

There is a group with only two elements, namely G = {1, —l} with operation the
usual multiplication. It is clear that G is closed under multiplication and we know that
multiplication is associative. Furthermore, I is the identity, the inverse of l is l, and the
inverse of —1 is — 1. Table 2.20 is the group table for G.

Is this the only group with exactly two elements? To see, let us try to put a group
structure on a set with two elements. Since one of the elements must be the identity, we
will label the identity element e and we will label the other element a. Following tradi-
tion, we place the identity first both on the top and to the left as in the following table.

* e a

e

a

Since e is to be the identity,

e*x=x*e=x
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for all x e (e, a}. We are forced to fill in the table as follows, if * is to give a group:

* e a

e e a

a a

Also, a must have an inverse a’ such that
I Ia * a = a * a = e.

In our case, 11’ must be either e or a. Since a’ = e obviously does not work, we must
have a' = a, so we have to complete the table as shown in Table 2.21.

All the group axioms are now satisfied, except possibly associativity. But if we
relabel l as e and —l as a in Table 2.20 we obtain Table 2.21. Therefore, the table
we constructed for {e, a} must also satisfy 3, the associative property. The table also
shows clearly that properties 3 and g are satisfied, so ({e, a}, *) is a group. The groups
{1, —1} and {e, a} are not the same, but they are essentially the same since by relabeling
elements of one with the names of the other, the operations match. When the elements
of one group can be matched with another in such a way that the operations are the
same, we say that the groups are isomorphic and the matching is called a group
isomorphism. We showed that any group with two elements is isomorphic with {1, — 1}
under multiplication. The notation used to indicate isomorphism is 2, so we could write
({1, —1}, x) : ({e,a},*). Of course the matching is a one-to-one function from one
group onto the other. If we were only interested in groups whose tables are easy to
compute, then we would not need a more precise definition for isomorphism. We would
simply see if we can relabel one group table to make it look like the other. However,
in the case of infinite groups or even groups with more than a few elements, we need a
better way to verify that groups are isomorphic. We now give a more precise definition
of a group isomorphism.

Let (Gl,*1) and (Gz,*2) be groups andf : G; —> 62. We say thatf is a group
isomorphism if the following two conditions are satisfied.

1. The functionf is one-to-one and maps onto 02.

2. For all a,b e Gl,f(a *1 b) =f(a) *zf(b). I
Note that Condition 1 simply gives a way to relabel the elements of 61 with elements in
62. Condition 2, which we will refer to as the homomorphism property, says that with
this relabeling, the operations *1 on G] and *2 on 02 match. If we are in the context of
groups, we will often use the term isomorphism to mean group isomorphism. If there
is an isomorphism from a group 61 to 02, we say that G] is isomorphic with (or to)
62. In Exercise 44, you are asked to show that iff : 61 —> G; is an isomorphism, then
f—1 : 62 —> G], the inverse function, is also an isomorphism. So if G; is isomorphic
with 02, then G2 is isomorphic with 01. If you wish to verify that two groups, G; and
62, are isomorphic, you can either construct an isomorphism mapping 61 to G; or one
mapping 6; to G].

In Exercise 10 you will be asked to show that 2Z, the even integers, forms a group under
addition. Here we show Z and 2Z are isomorphic groups. In this case, the operations
on the groups are both addition. We need a functionf : Z —> 2Z that is both one-to-one
and onto 2Z. Letf : Z —> 2Z be given byf(m) = 2m. We need to verify Condition 1 for
an isomorphism, which says thatf is one-to—one and onto. Suppose that a, b E Z and
f(a) =f(b). Then 2a = 2b, which implies that a = b, sof is one-to—one. We now showf
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is onto. Let y e ZZ. Since yis even, y = 20 for some 0 6 Z. Therefore, y = 2c = f(c), so
fmaps onto 2Z. We now turn our attention to the homomorphism property and consider
arbitrary a, b e Z. Then

f(a + b) = 2(a + b) = 2a + 2b =f(a) +f(b),
which verifies Condition 2. Thereforef is a group isomorphism and Z and ZZ are iso-
morphic groups.

As noted above, we could have defined an isomorphism by using the inverse
functionf'l : 2Z —> Z, which is defined byf"1(x) = x/2. A

Properties of Group Tables
With Table 2.21 as background, we should be able to list some necessary conditions that
a table giving a binary operation on a finite set must satisfy for the operation to give a
group structure on the set. There must be one element of the set, which we may as well
denote by e, that acts as the identity element. The condition e * x = 1: means that the row
of the table opposite e at the extreme left must contain exactly the elements appearing
across the very top of the table in the same order. Similarly, the condition x * e = x
means that the column of the table under e at the very top must contain exactly the
elements appearing at the extreme left in the same order. The fact that every element a
has a right and a left inverse means that in the row having a at the extreme left, the
element e must appear, and in the column under a at the very top, the e must appear.
Thus e must appear in each row and in each column. We can do even better than this,
however. By Theorem 2.17, not only do the equations a *x = e and y * a = e have
unique solutions, but also the equations a a: x = b and y * a = b. By a similar argument,
this means that each element b of the gmup must appear once and only once in each
mw and each column ofthe table.

Suppose conversely that a table for a binary operation on a finite set is such that
there is an element acting as identity and that in each row and each column, each element
of the set appears exactly once. Then it can be seen that the structure is a group structure
if and only if the associative law holds. If a binary operation * is given by a table,
the associative law is usually messy to check. If the operation * is defined by some
characterizing property of a * b, the associative law is often easy to check. Fortunately,
this second case turns out to be the one usually encountered.

We saw that there was essentially only one group of two elements in the sense that if
the elements are denoted by e and a with the identity element e appearing first, the table
must be as shown in Table 2.21. Suppose that a set has three elements. As before, we
may as well let the set be {e, a, b}. For e to be an identity element, a binary operation a: on
this set has to have a table of the form shown in Table 2.24. This leaves four places to be
filled in. You can quickly see that Table 2.24 must be completed as shown in Table 2.25
if each row and each column are to contain each element exactly once. We find a group
whose table is the same as Table 2.25. The elements of the group are the three matrices

10 —1 —£ -1 fi
e=[01],a= é _; ,andb: _% :1 .WeletG: {e,a,b}. In Exercise

2
18 you will show that G is a group under matrix multiplication. By computing matix
products it is easy to check that the group table for G is identical with Table 2.25.
Therefore Table 2.25 gives a group.

Now suppose that G’ is any other group of three elements and imagine a table for G’
with identity element appearn first. Since our filling out of the table for G = {e, a, b}
could be done in only one way, we see that if we take the table for G’ and rename the
identity e, the next element listed a, and the last element b, the resulting table for 0'
must be the same as the one we had for G. As explained above, this renaming gives an
isomorphism of the group G’ with the group G. Thus our work above can be summarized
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by saying that all groups with a single element are isomorphic, all groups with just two
elements are isomorphic, and all groups with just three elements are isomorphic. We use
the phrase up to isomorphism to express this identification. Thus we may say, "There is
only one group of three elements, up to isomorphism.”

An interesting problem in group theory is to determine up to isomorphism all the
groups with a given number of elements n. In Exercise 20, you will be asked to show
that there are up to isomorphism exactly two groups of order 4. It is beyond the scope of
this book to give a thorough investigation of this problem, but we will solve the problem
for some other special values of n in later sections.

I EXERCISES 2

Computations
In Exercises 1 through 9, determine whether the binary operation * gives a group structure on the given set. If no
group results, give the first axiom in the order %, .fi, if; from Definition 2.1 that does not hold.

1. Let a: be defined on Z by letting a at: b = ab.
2. Let*bedefinedonZZ= {2nln e Z}bylettinga*b=a+b.
3. Let * be defined on W by letting a * b = m.
4. Let*bedefinedonQbylettinga*b =ab.
5. Let a: be defined on the set lR* of nonzero real numbers by letting a * b = a/b.
6. Let a: be defined on C by letting a * b = Iabl.
7. Let a: be defined on the set {(1, b} by Table 2.26.
8. Let at: be defined on the set {a, b} by Table 2.27.
9. Let at be defined on the set (e, a, b} by Table 2.28.

2.28 Table
2.26 Table 2.27 Table

at: e a b
a: a b >1: a b

e e a b
b a a b

a a e b
b b a b

b b b e

10. Let n be a positive integer and let nZ = {nm | m e Z}.
a. Show that (nZ, +) is a group.
b. Show that (nZ,+) : (Z, +).

In Exercises 11 through 18, determine whether the given set of matrices under the specified operation, matrix
addition or multiplication, is a group. Recall that a diagonal matrix is a square matrix whose only nonzero entries
lie on the main diagonal, from the upper left to the lower right comer. An upper-triangular matrix is a square
matrix with only zero entries below the main diagonal. Associated with each n X n matrix A is a number called
the determinant of A, denoted by det(A). HA and B are both n X n matrices, then det(AB) = det(A) det(B). Also,
det(I,,) = 1 and A is invertible if and only if det(A) ;E 0.

11. All n x n diagonal matrices under matrix addition.

12. All n x n diagonal matrices under matrix multiplication.
13. All n x n diagonal matrices with no zero diagonal entry under matrix multiplication.
14. All n x n diagonal matrices with all diagonal entries 1 or —1 under matrix multiplication.
15. All n x n upper-triangular matrices under matrix multiplication.
16. All n x n upper-triangular matrices under matrix addition.
17. All n x n upper-triangular matrices with determinant 1 under matrix multiplication.
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21.

. 10 _1 _:§ _1 fl
Thesetof2x2rnatncesG={e,a,b}wheree=[01],a= [£2 _i :|,andb= [__3 31] under

matrix multiplication. 2 2 2 2
LetSbethesetofallrealnumbers except—LDefinearonSby

a*b=a+b+ab.

a. Show that * gives a binary operation on S.
I). Show that (S, *) is a group.
c. Find the solution of the equation 2 * x * 3 = 7 in S.
This exercise shows that there are two nonisomorphic group suuctures on a set of 4 elements.

Let the set be {e, a, b, c}, with e the identity element for the group operation. A group table would then have
to start in the manner shown in Table 2.29. The square indicated by the quesfion mark cannot be filled in with
a. It must be filled in either with the identity element e or vn'th an element different from both e and a. In this
latter case, it is no loss of generality to assume that this element is b. If this square is filled in with e, the table
can then be completed in two ways to give a group. Find these two tables. (You need not check the associative
law.) If this square is filled in with b, then the table can only be completed in one way to give a group. Find this
table. (Again, you need not check the associative law.) Of the three tables you now have, two give isomorphic
groups. Detennine which two tables these are, and give the one-to—one onto relabeling function which is an
isomorphism.
a. Are all groups of 4 elements commutative?
I). Find a way to relabel the four matrices

{[3‘1’]’[‘1’7>‘]’[31 1’1]’[—°1 5]]
so the matrix multiplication table is identical to one you constructed. This shows that the table you con-
structed defines an associative operation and therefore gives a group.

c. Show that for a particular value of n, the group elements given in Exercise 14 can be relabeled so their
group table is identical to one you constructed. This implies the operation in the table is also associative.

According to Exercise 12 of Section 1, there are 16 possible binary operations on a set of 2 elements. How
many of these give a structure of a group? How many of the 19,683 possible binary operations on a set of
3 elements give a group structure?

Concepts
22.

23.

Consider our axioms 5%, %, and .93 for a group. We gave them in the order 3%33. Conceivable other
orders to state the axioms are %%%, %%%, %%%, %ffi%, and fififi. Of these six possible
orders, exactly three are acceptable for a definition. Which orders are not acceptable, and why? (Remember
this. Most instructors ask the student to define a group on at least one test.)

2.29 Table

*eabc

eeabc

The following “definitions" of a group are taken verbatim, including spelling and punctuation, from papers of
students who wrote a bit too quickly and carelessly. Criticize them.
a. A group G is a set of elements together with a binary operation * such that the following conditions are

satisfied
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* is associative
There exists e e G such that

e*x=x*e=x=identity.

For every (1 e G there exists an a’ (inverse) such that

I). A group is a set G such that
The operation on G is associative.
there is an identity element (2) in G.
for every a e G, there is an a’ (inverse for each element)

c. A group is a set with a binary operation such
the binary operation is defined
an inverse exists
an identity element exists

(I. A set G is called a group over the binery operation * such that for all a, b e G
Binary operation at: is associative under addition
there exist an element {2} such that

a * e = e * a = e

Fore every element a there exists an element a’ such that

a * a' = a' * a = e
24. Give a table defining an operation satisfying axioms % and $4 in the definition of a group, but not satisfying

axiom .‘fi for the set

a. {2, a, b}
I). {2, a, b, c]

25. Mark each of the following true or false.

_ a. A group may have more than one identity element.
_ b. Any two groups of three elements are isomorphic.
_ c. In a group, each linear equation has a solution.
_ d. The proper attitude toward a definition is to memorize it so that you can reproduce it word for

word as in the text.
_ c. Any definition a person gives for a group is correct provided that everything that is a group by that

person’s definition is also a group by the definition in the text.
I. Any definition a person gives for a group is correct provided he or she can show that everything

that satisfies the definition satisfies the one in the text and conversely.
_ g. Every finite group of at most three elements is abelian.
_ II. An equation of the form a * x * b = c always has a unique solution in a group.

i. The empty set can be considered a group.
j. Every group is a binary algebraic structure.

Proof synopsis

We give an example of a proof synopsis. Here is a one-sentence synopsis of the proof that the inverse of an element
a in a group (G, as) is unique.

Assuming that a * a’ = e and a * a” = e, apply the left cancellation law to the equation a * a’ = a * a”.

Note that we said “the left cancellation law" and not “Theorem 2.16.” We always suppose that our synopsis was
given as an explanation given during a conversation at lunch, with no reference to text numbering and as little
notation as is practical.
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26. Give a one-sentence synopsis of the proof of the left cancellation law in Theorem 2.16.
27. Give at most a two-sentence synopsis of the proof in Theorem 2.17 that an equation ax = b has a unique

solution in a group.

Theory

28. Anelementa yé einagroup is saidtohave orderZ ifa *a = e. Prove thatifGisagmupanda e Ghas order
2,thenforanybe G,b/*a*balsohasorder2.

29. Show that if G is a finite group with identity e and with an even number of elements, then there is a 79 e in G
such that a a: a = e.

30. Let R* be the set of all real numbers except 0. Define * on R“ by letting a at: b = |a|b.

a. Show that * gives an associative binary operation on lR*.
b. Show that there is a left identity for * and a right inverse for each element in lR*.
c. Is lR* vn'th this binary operation a group?
(I. Explain the significance of this exercise.

31. If a: is a binary operation on a set S, an element x of S is an idempotent for * if x * x = x. Prove that a group
has exactly one idempotent element. (You may use any theorems proved so far in the text.)

32. Show that every group G with identity e and such that x *x = e for all x e G is abelian. [Hint: Consider
(a a: b) * (a * b).]

33. Leteanabeliangroupandletc" = c*c* *cfornfactorsc,wherec e Gandn e Z+.Giveamathe-
matical induction proof that (a * b)" = (a‘) * (b") for all a, b e G.

34. Suppose that G is a group and a, b e G satisfy a at: b = b at: a' where as usual, 0' is the inverse for a. Prove that
b * a = a’ * b.

35. Suppose that G is a group and a and b are elements of G that satisfy a at: b = b at: a3. Rewrite the element
(a at: b)2 in the form bl‘a’. (See Exercise 33 for power notation.)

36. Let G be a group with a finite number of elements. Show that for any a e G, there exists an n e 2" such that
a" = 2. See Exercise 33 for the meaning of a”. [Hint: Consider e, a, a2, a3, . . . ,a’", where m is the number of
elements in G, and use the cancellation laws.]

37 Show that if (a at: b)2 = a2 a: b2 for a and b in a group G, then a * b = b * a. See Exercise 33 for the meaning
ofa2.

38. Leteagroupandleta,be G. Showthat(a*b)’=a’*b’ifandonlyifa*b=b*a.
39. Leteagroupandsupposethata*b*c=efora,b,ceG.Showthatb*c*a=ealso.

40 Prove that a set G, together with a binary operation * on G satisfying the left axioms l, 2, and 3 given after
Corollary 2.19, is a group.

41. Prove that a nonempty set G, together with an associative binary operation * on G such that

a*x=bandy*a=bhavesolutionsinoralla,beG,

is a group. [Hint Use Exercise 40.]
42. Let G be a group. Prove that (a’)’ = a.
43. Let 4: : ]R2 —> ]R2 be an isometry of the plane.

a. Prove that ¢ is a one-to—one function.
b. Prove that ¢ maps onto R2.

44. Prove that if f : GI —> 62 is a group isomorphism from the group (Gl,*1) to the group (Gz,*2). then
f‘1 : G; —> G] is also a group isomorphism.

45. Suppose that G is a group with n elements and A g G has more than g elements. Prove that for every g e G,
there exists a, b e A such that a * b = g. (This was Problem B—2 on the 1968 Putnam exam.)
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3.1 Example

3.2 Example

Groups and Subgroups

ABELIAN EXAMPLES

In this section we introduce two families of abelian groups and one special abelian
group. These groups will be very useful in our study of groups in that they provide
examples we can use to help understand concepts and test conjectures. Furthermore, we
will see that some of them arise frequently in the study of groups.

We start by defining the set Z,l = {0,1,2,3, . . . ,n — 1}, the first n — 1 positive in-
tegers together with 0, which makes a total of n elements. To define an operation +,l on
Z”, we let a,b e Z". Then

a+b ifa+b<n
a+,.b= [a+b-n ifa+bzn‘

Notethatforanya,beZn,05a+b52n—2,s005a+,,b5n—lisanop-
eration which we call addition modulo n. Addition modulo n is clearly commutative:
a +,l b = b +,l a for any a, b e Z". The number 0 is an identity, the inverse of a e Z,' is
n — a for a ;é 0, and the inverse of 0 is 0. To show that (Z,., +,,) is an abelian group, it
only remains to show that +,l is associative. Although it is not difficult to show directly
that +,, is associative, it is a little tedious, so we defer the proof until we develop the
circle group and then use properties of that group to conclude that (Zn, +,,) is an abelian
group.

For n = l, Z1 = {0}, which is the trivial group with just one element. For n = 2, Z2 =
{0, l}, which as we saw in Section 2 is isomorphic with {1, —1} under multiplication.
It is important to note that completely different operations on sets can still define iso-
morphic groups. We also saw in Section 2 that any group with exactly three elements
is isomorphic with any other group with exactly three elements. Therefore Z3 under
addition modulo 3 is isomorphic with the group consisting of the three matrices

[[éfilvgifllfill
under man-ix multiplication. Again we see that two groups can be isomorphic, but have
completely different sets and operations. A

Let us look more closely at the group table for Z4, Table 3.3. We see that the
inverse for 0 is 0, the inverse for 1 is 4 — 1 = 3, and the inverse for 2 is 4 — 2 = 2.
In Exercise 20 in Section 2, you were asked to show that there are two groups with
exactly four elements. The other group is the Klein 4-group denoted V, which stands
for Vrer, German for “four.” The group table for V is displayed as Table 3.4. How can
we tell that the two groups Z4 and V are not isomorphic? We could try all possible one-
to-one functions from Z4 onto K4 to see if any of them make the table for Z4 look like
the table for K4. This is tedious, so instead we look for a sneaky method. Notice that
the diagonal entries of the table for K4 are all the identity. No matter how we relabel

3.3 Table 3.4 Table

Z4: +4 I 0 l 2 3 V: at: I e a b c
0 0 l 2 3 e e a b c
l l 2 3 0 a a e c b
2 2 3 0 l b b c e a
3 3 0 l 2 c c b a e
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the entries in the table for Z4, only two entries along the diagonal will be the same.
Therefore Z4 and K4 are not isomorphic. A

Looking back at the definition of +,. there is no reason we had to resh’ict our set
to integers a with 0 5 a < n. In fact, the same formula defines an operation on all real
numbers a with 0 S a < n. In general, let c be any positive real number and a, b e [0, c).
We define +,,. by

a+b ifa+b<c
a+‘b={a+b—c ifa+b2c'

This operation is called addition modulo 0. It is easy to see that addition modulo c
is an operation on [0, c), it is commutative, 0 is an identity, the inverse of 0 is 0, and
the inverse of any a e (0,c) is c — a. Instead of writing [0, c) we will denote this set
as R. In order to show that (RC, +c) is an abelian group, it remains to show that +6 is
associative. Again, we defer the proof until after we develop the circle group.

Letc: 21. Then §7r +71%” = g7! and §7r +2, £1 = gr. The inverse of% is 21! -—
Jr. ANI: NI

L.)

In the group (R2,,+2,,), we are essentially equating 0 with 271 in the sense that
if a and b add to give 27:, we know that a +2, b = 0. Intuitively, we can think of this
geometrically as taking a string of length 211 and attaching the ends together to form a
circle of radius 1. Our next goal is to make this idea more precise by defining a group
on the unit circle in the plane and showing that this group is isomorphic with R2”. To
do this, we first review some facts about complex numbers.

yi

l I l l l l I“:
-4—3—2-10 12 3

3.6 Figure

Complex Numbers

A real number can be visualized geometrically as a point on a line that we often regard
as an x-axis. A complex number can be regarded as a point in the Euclidean plane, as
shown in Fig. 3.6. Note that we label the vertical axis as the yi-axis rather than just the
y-axis, and label the point one unit above the origin with i rather than 1. The point with
Cartesian coordinates (a, b) is labeled a + bi in Fig. 3.6. The set C ofcomplex numbers
is defined by

C: {a+bila,b e R}.

We consider R to be a subset of the complex numbers by identifying a real number r
with the complex number r + 01'. For example, we write 3 + 01' as 3 and —n + 0i as —Jl.’
and0+0iasO.Similarly,wewrite0+1iasiand0+siassi.



Part1

3.7 Example

Solution

Groups and Subgroups

Complex numbers were developed after the development of real numbers. The
complex number i was invented to provide a solution to the quadratic equation x2 = — 1,
so we require that .2 l (1)

l = - .

Unfortunately, i has been called an imaginary number, and this terminology has led
generations of students to view the complex numbers with more skepticism than the
real numbers. Actually, all numbers, such as l, 3, 71, —«/3, and i are inventions of our
minds. There is no physical entity that is the number 1. If there were, it would surely
be in a place of honor in some great scientific museum, and past it would file a steady
stream of mathematicians, gazing at l in wonder and awe. A basic goal of this text is to
show how we can invent solutions of polynomial equations when the coefficients of the
polynomial may not even be real numbers!

Multiplication of Complex Numbers

The product (a + bi)(c + di) is defined in the way it must be if we are to enjoy the
familiar properties of real arithmetic and require that i2 = —l, in accord with Eq. (1).
Namely, we see that we want to have

(a+bi)(c+di) =ac+adi+bci+bdi2
= ac +adi+bci+ bd(—l)
= (ac — bd) + (ad + bc)i.

Consequently, we define multiplication 0l = a + bi and 22 = c + di as

7.17.2 = (a + bi)(c + di) = (ac — bd) + (ad + bc)i, (2)

which is ofthe form r+si with r=ac—bd and s =ad+bc. It is routine to check
that the usual properties zlzz = zzzl(commutative),zl(z2z3) = (2122)Z3 (associative),
and Zl(Zz + Z3) = Z122 + Z123 (distributive) all hold for all zl.zz,23 E C-

Compute (2 — 5i)(8 + 31').

We don’t memorize Eq. (2), but rather we compute the product as we did to motivate
that equation. We have

(2—5i)(8+3i)=l6+6i—40i+15=31—34i. A

To establish the geometric meaning of complex multiplication, we first define the abso-
lute value la + bi| ofa + bi by

|a+bi| = Vaz +112. (3)

This absolute value is a nonnegative real number and is the distance from a + bi to the
origin in Fig. 3.6. We can now describe a complex number 2 in the polar-coordinate form

2 = |z|(cos0 + isin 0), (4)

where 0 is the angle measured counterclockwise from the positive x-axis to the vector
from 0 to 2, as shown in Fig. 3.8. A famous formula due to Leonard Euler states that

em = cos0 + isinO.

Euler’s Formula
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yi

z = IzI(cosO + isin0)
ilzIsinO'

i

—0 1 lzl cos 9
3.8 Figure

We ask you to derive Euler’s formula formally from the power series expansions for
e9,cos 0, and sin 0 in Exercise 43. Using this formula, we can express z in Eq. (4) as
z = lzlei". Let us set

Zl = Illlem‘ and 12 = |22|eiaz

and compute their product in this form, assuming that the usual laws of exponentiation
hold with complex number exponents. We obtain

z:z2 = IZIIei"‘|zzle""z = IZ1||zz|ei“"+"”
= '21 | |Zz|[008(91 + 92) + isin(91 + 92)]- (5)

Note that Eq. 5 concludes in the polar form of Eq. 4 where Izlzzl = IZ1IIZzI and the
polar angle 9 for zlzz is the sum 0 = 91 + 02. Thus, geometrically, we multiply com-
plex numbers by multiplying their absolute values and adding their polar angles, as
shown in Fig. 3.9. Exercise 41 indicates how this can be derived via trigonomet-
ric identities without recourse to Euler’s formula and assumptions about complex
exponentiation.

yi

3.10 Figure

Note that i has polar angle 21/2 and absolute value 1, as shown in Fig. 3.10. Thus i2
haspolar angle 2(rr/2) = It and II - II = 1, so that i2 = —1.

Find all solutions in C of the equation 22 = 1‘.

Writing the equation 22 = i in polar form and using Eq. (5), we obtain

|z|2(c0820 + isin 20) = 1(0 + 0.

Thus Izl2 = 1, so |z| = l. The angle 0 for 2 must satisfy cos 20 = 0 and sin20 =1.
Consequently, 20 = (71/2) + n(21r ), so 0 = (71/4) + rm for an integer n. The values of
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n yielding values 9 where 0 5 9 < 271 are 0 and l, yielding 0 = 71/4 or 9 = 571/4. Our
solutionsare

z1=l(cos£+isin£) and z2=1(cos5—+isin5—n)
4 4 4 4

or

Zl=i(l+i) and Zz=——l(1+i)-J5 J5 ‘
3.12 Example Find all solutions of z4 = -16.

Solution As in Example 3.11 we write the equation in polar form, obtaining

|z|4(cos49 + isin40) = 16(—l + 0i).
Consequently, |z|4= 16, so |z|—_ 2 while cos 40: -1 and sin49 = 0. We find that
40:11 +n(211), so 0: (7r/4)+n(Jr/2) for integers n. The diflerent values of 0
obtained where 0 S 0 < 27r are 7r/4, 311/4, 57r/4, and 771/4. Thus one solution of
4 .

z = —16 1s

2(cosz+isin:)= 2(f+7i)=~/§(l+i).

In a similar way, we find three more solutions,

JE(—1+o. Ji(—1—o, and fig —0. A
The last two examples illustrate that we can find solutions of an equation 2" =

a + bi by writing the equation in polar form. There will always be It solutions, provided
that a + bi 9E 0. Exercises 16 through 21 ask you to solve equations of this type.

We will not use addition or division of complex numbers, but we probably should
mention that addition is given by

(a+bi)+(c+di)=(a+c)+(b+d)i- (6)

and division of a + bi by nonzero c + di can be performed using only division of real
numbers as follows:

a+bi_a+bi c— di _(—ac+bd)+(bc ad)i
c+di_c+di c— di c2+aI2

_ac+bd bc—adi (7)
_ c2+d2 c2+d2'

3.13 Figure
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Algebra on the Unit Circle

Let U = {z e C | |z| = 1}, so that U is the circle in the Euclidean plane with center at
the origin and radius 1, as shovm in Fig. 3.13.

(U, -) is an abelian group.

We first check that U is closed under multiplication. Let z] , 7.2 e U. Then |zll = |z2| = l,
which implies that Izlzll = 1, showing zlz2 e U.

Since multiplication of complex numbers is associative and commutative in gen-
eral, multiplication in U is also associative and commutative, which verifies 5?] and the
condition for abelian.

The number 1 e U is the identity, verifying condition 33.
For each a + bi e U,

(a+bi)(a-bi)=a2—(bi)2=a2+b2= |a+bi|2= 1.
So the inverse of a + bi is a - bi, which verifies condition 5%. Thus U is an abelian
group under multiplication. 9

Figure 3.13 gives us a way of relabeling points in U as points in R2,. We simply
relabel z as 9 where 0 S 9 < 27!. Letf: U—> R2, be given byf(z) =0 according
to this relabeling. Then for zl,z2 e U, f(zlz2) = f(z1) +2, f(z2) since multiplying in U
simply adds the corresponding angles:

if Z1 <-> 91 and Z2 <-> 92, then 7.1 ‘ 7.2 <9 (91 +22: 92)- (8)
Recall that all that remains to show that R2, is a group is to show that +2, is associative.
Since the operations of multiplication in U and addition modulo 2:! in R2, are the same
using the above relabeling and multiplication in U is associative, addition modulo 271' is
also associative. This completes the proof that (R2,, +2,) is a group. Furthermore, the
relabeling (8) shows that the two groups (U, -) and (R2,, +2,) are isomorphic. In Exer-
cise 45, you will be asked to prove that for any h > 0 and c > 0, (R1,, +b) is an abelian
group and (Rh, +b) 2 (Rc,+,). Since (R2,, +2,) is isomorphic with (U, .), for every
c > 0, (RC, +6) is also isomorphic with (U, -), meaning they have the same algebraic
properties.

The equation z - z - z - z = 1 in U has exactly four solutions, namely, 1, i, —l, and —i.
Now 1 e U and 0 6 R2, correspond, and the equation x +2, x +2, x +2, x = 0 in R2,
has exactly four solutions, namely, 0, 7r/2, 71, and 31r/2, which, of course, correspond
to l, i, —1, and —i, respectively. A

Roots of Unity

The elements of the set U, = {z e C | z" = l} are called the n'h roots of unity. In
Exercise 46 you are asked to prove that U, is a group under multiplication. Using the
techniques from Examples 3.11 and 3.12, we see that the elements of this set are the
numbers , 2 2

eon?) = cos (m%) + isin ("17”) form = 0,1,2,...,n — 1.

They all have absolute value 1, so U, C U. Ifwe let g = cos 27” + i sin 27”, then these
ntll roots of unity can be written as

1= 4°.zl,;2,;3,--- .v“. (9)
Because 4‘" = 1, these n powers of z are closed under multiplication. For example, with
"=10.WChKV€ {6;8=§14=§10;4:1_;4=§4.
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Thus we see that we can compute {‘44 by computing i +ni, vien i andj as elements
of Z".

By relabeling an element 4"" e U” to m 6 Z,, we can see that addition modulo n in
Z,l is also associative, which completes the proof that (2,, +,,) is an abelian group.

3.16 Example We solve the equation x +3 1: +3 x = l in Zg using trial and error. We note that nei-
ther 0, 1, nor 2 is a solution simply by substitution. However, substituting x = 3 gives
3 +3 3 +3 3 = 6 +3 3 = l, which shows x = 3 is a solution. We can also check by
substituting that neither 4, 5, 6, nor 7 are solutions. So the only solution is x = 3.
Because Z; is isomorphic with Us by the correspondence k e Z3 corresponds with
g", the corresponding equation in Us is z - z - z = g = e27”. \Vithout further calcula-
tions we know that there is only one solution to z - z - z = g in Us and that solution

.5. 2
is z = {3 = e327,” = cos(67r/8) + isin(67r/8) = —T + £1. since this is the corre-
sponding solution in Z3.

There are three solutions to 23 = g in U. We leave it to the reader to find the solu-
tions and check that only one of them, {3, is in Us. A

We summarize the results of this section.

1. For any n 6 2+, Z,, is an abelian group under addition modulo n.
2. For any n 6 2+, Z,, is isomorphic with U", an abelian group under complex

number multiplication.

3. For any c > 0, RC under addition modulo c is a group.
4. U under multiplication is a group.
5. For any c 6 11+, 1Rc under addition modulo c is isomorphic with U under

multiplication.

I EXERCISES 3

In Exercises 1 through 9 compute the given arithmetic expression and give the answer in the form a + bi for
a, b 6 1R.

1. i3 2. :4 3. 1'26
4, (-039 s. (3 — 20(6 + o a. (s + 200 — 0
7. (2 - 30(4 + i) + (6 - 5i) s. (1 + i)3 9. (1 — 05 (Use the binomial theorem.)

10. Find |5 — 12i|. 11. Find In + eil.
In Exercises 12 through 15 write the given complex number z in the polar form |z|(p + qi) where lp + qil = 1.

12. 3—4i 13. —l—i 14. 12+5i 15. —3+5i

In Exercises 16 through 21, find all solutions in C of the given equation.
16. 24 = 1 17. Z4 = —1 1s. 23 = —125 19. z3 = —27i
20. 7.6:] 21. z6=—64
In Exercises 22 through 27, compute the given expression using the indicated modular addition.
22. 10 +17 15 23. 14 +99 92 24. 3.141 +4 2.718

25. §+1§ 26. 3T"+2,, 37" 27. 2~/i+¢3—23~/i
28. Explain why the expression 5 +5 8 in R5 makes no sense.
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In Exercises 29 through 34, find all solutions x of the given equation.

21x+w7=3mzw 3ox+un=%mRu
31.x+7x=3inZ7 32.x+13x+13x=5inzl3
33. x+12x=2inZ12 34.x+3x+gx+3x=4inzs

35. Prove or give a counterexample to the statement that for any n 6 2+ and a e Z," the equation x +,l x = a has
at most two solutions in Z”.

36. Prove or give a counterexample to the statement that for any n e Z+ and a e Z", if n is not a multiple of 3,
then the equation x +,, x +,, x = a has exactly one solution in Z".

37. There is an isomorphism of Us with Zg in which g = 61"“) 4-) 5 and {2 4-» 2. Find the element of 23 that
corresponds to each of the remaining six elements 4"" in Us for m = 0, 3. 4, 5, 6, and 7.

38. There is an isomorphism of U7 vn'th Z7 in which g = 2'12"”) 4-) 4. Find the element in Z7 to which 4"” must
correspond for m = 0, 2, 3, 4, 5, and 6.

39. Why can there be no isomorphism of Us with 25 in which ; = 61"”) corresponds to 4?
40. Derive the formulas

sin(a + b) = sina cos b + cos a sinb

and

cos(a + b) = cosacosb — sinasinb

by using Euler’s formula and computing eiaeib.
41. Let z] = '21 |(cos 91 + isin 91) and z; = |z2|(cos 92 + i sin 92). Use the trigonometric identities in Exercise 40

to derive zrzz = lzr l IzzllcoS(91 + 92) + i sin(91 + 92)]-
42. a. Derive a formula for cos 39 in terms of sin 9 and cos 9 using Euler’s formula.

I). Derive the formula cos 39 = 4 cos3 9 — 3 cos 9 from part (a) and the identity sin2 9 + cos2 9 = 1. (We will
have use for this identity in Section 41.)

43. Recall the power series expansions

e" 1 x2 x3 x4 x”=-H+E+§+Z+W+E+m,
. x5 x7 n_1x2"—1

srnx_x—§+§—7—!+u.+(—1) —(2n—l)!+”"and

x2 x4 x5 nxzn
cosx=l—2—!+I!-a+---+(-1)m+...

from calculus. Derive Euler’s formula em = cos 9 + isin9 formally from these three series expansions.
44. Prove that for any n 6 2", (Zn, +,.) is associative without using the fact that U" is associative.

45. Let b, c 6 111+. Find a one-to—one and onto functionf : Rb —> RC that has the homomorphism property. Con-
clude that RC is an abelian group that is isomorphic with U.

46. Prove thatforanyn 21, U" is agroup.

-NONABELIAN EXAMPLES

Notation and Terminology

It is time to explain some conventional notation and terminology used in group theory.
Algebraists as a rule do not use a special symbol * to denote a binary operation different
from the usual addition and multiplication. They stick with the conventional additive or
multiplicative notation and even call the operation addition or multiplication, depending
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4.1 Table

l b

1 l b

a a 1
b a

4.2 'Ibble

+ 0 b

0 0 b

a a 0
b b a

Groups and Subgroups

on the symbol used. The symbol for addition is, of course, +, and usually multiplication
is denoted by juxtaposition without a dot, if no confusion results. Thus in place of the
notation a * b, we shall be using either a + b to be read “the sum of a and b,” or ab
to be read “the product of a and b.” There is a sort of unwritten agreement that the
symbol + should be used only to designate commutative operations. Algebraists feel
very uncomfortable when they see a + b ;E b + a. For this reason, when developing
our theory in a general situation where the operation may or may not be commutative,
we shall always use multiplicative notation.

Algebraists frequently use the symbol 0 to denote an additive identity element and
the symbol 1 to denote a multiplicative identity element, even though they may not be
actually denoting the integers 0 and 1. Of course, if they are also talking about numbers
at the same time, so that confusion would result, symbols such as e or u are used as
identity elements. Thus a table for a group of three elements might be one like Table 4.1
or, since such a group is commutative, the table might look like Table 4.2. In general
situations we shall continue to use e to denote the identity element of a group.

It is customary to denote the inverse of an element a in a group by a‘ in mul-
tiplicative notation and by —a in additive notation. From now on, we shall use these
notations in place of the symbol a’.

Let n be a positive integer. Ifa is an element of a group G, written multiplicatively,
we denote the product aaa. . . a for n factors a by a". We let a0 be the identity element
e, and denote the product a‘la‘la‘1 . . . a—1 for n factors by a‘". It is easy to see that
our usual law of exponents, a’"a" = a’"‘”' for m, n e Z, holds. For m, n 6 2+, it is clear.
We illustrate another type of case by an example:

a‘zaz5 = a‘la‘laaaaa = a‘1(a‘1a)aaaa = a‘leaaaa = a‘l(ea)aaa
= a‘laaaa = (a‘la)aaa = eaaa = (ea)aa = aaa = a3.

In additive notation, we denote a + a + a + - - - + a for n summands by nu, denote
(—a) + (—a) + (—a) + - -- + (—a) for n summands by —M, and let 0a be the identity
element. Be careful: In the notation ml, the number n is in Z, not in G. One reason
we prefer to present group theory using multiplicative notation, even if G is abelian,
is the confusion caused by regarding n as being in G in this notation ml. No one ever
misinterprets the n when it appears in an exponent.

The following table summarizes basic notations and facts using both additive and
multiplicative notation. We assume that a is an element of a group, mm are integers,
and k is a positive integer.

+ = M +
n(ma) = (nm)a

Typically when stating a theorem we will use multiplicative notation, but the theo-
rem also applies when using additivc notation by using the above table to translate.
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We often refer to the number of elements in a group, so we have a term for this
number.

If G is a group, then the order of G is the number of elements or cardinality of G. The
order of G is denoted |G|. I

Permutations

We have seen examples of groups of numbers, like the groups Z, Q, and R under addi-
tion. We have also introduced groups ofmatrices, like the group GL(2, 1R). Each element
A of GL(2,R) yields a transformation of the plane R2 into itself; namely, if we regard
x as a 2-component column vector, then Ax is also a 2-component column vector. The
group GL(2, IR) is typical of many of the most useful groups in that its elements act
on things to transform them. Often, an action produced by a group element can be re-
garded as afunction, and the binary operation of the group can be regarded as function
composition. In this section, we construct some finite groups whose elements, called
permutations, act on finite sets. These groups will provide us with examples of finite
nonabelian groups.

You may be familiar with the notion of a permutation of a set as a rearrangement of
the elements of the set. Thus for the set {1, 2, 3, 4, 5}, a rearrangement of the elements
could be given schematically as in Fig. 4.4, resulting in the new arrangement {4, 2, 5,
3, 1}. Let us think of this schematic diagram in Fig. 4.4 as a function mapping each
element listed in the left column into a single (not necessarily different) element from
the same set listed at the right. Thus 1 is carried into 4, 2 is mapped into 2, and so
on. Furthermore, to be a permutation of the set, this mapping must be such that each
element appears in the right collunn once and only once. For example, the diagram in
Fig. 4.5 does not give a permutation, for 3 appears twice while 1 does not appear at all
in the right column. We now define a permutation to be such a mapping.

1—)4 l—>3

2—>2 2—>2

3—)5 3—)4

4—>3 4—>5

5—)1 5—)3

4.4Figure 4.5Figure

A permutation of a set A is a function a) :A —> A that is both one-to-one and onto.
I

Permutation Groups

We now show that function composition 0 is a binary operation on the collection of all
permutations of a set A. We call this operation permutation multiplication. Let A be a
set, and let a and r be permutations ofA so that a and r are both one-to-one functions
mapping A onto A. The composite function a o 1: defined schematically by

A$A$A
gives a mapping of A into A. Rather than keep the symbol 0 for permutation multipli-
cation, we will denote a o r by the juxtaposition or. Now at will be a permutation
if it is one-to—one and onto A. Remember that the action ofor on A must be read in
right-to-left order: first apply I and then a. Let us show that at is oue-to-one. If

(ar)(a1) = (ar)(a2),
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and since a is given to be one-to-one, we know that 1:(a1) = 1(a2). But then, since 1."
is one-to-one, this gives :11 = (12. Hence at is one-to-one. To show that or is onto A,
let a e A. Since a is onto A, there exists a’ e A such that a(a’) = a. Since 1: is onto A,

a = 001') = U(T(a")) = (0r)(a”).
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then
a(t(a1)) = a(t(a2)),

there exists a” e A such that 1:(a”) = a'. Thus

so at is onto A.

4.7 Example Suppose that

and that a is the permutation given by Fig. 4.4. We write a' in a more standard notation,
changing the columns to rows in

0’

A={1,2,3,4,5}

parentheses and omitting the arrows, as

_12345
‘42531'

so thata(1) = 4,0(2) = 2, and so on. Let

1'

Then
(12345at: 42531

_12
‘35

123
354

h
e

:

N4
?-

t—
IU

I
V

N4
:-

_u
-

V

For example, multiplying in right-to-left order,

(00(1) = 60(1)) = 0(3) = 5-

. HISTORICAL NOTE

ne of the earliest recorded studies of per-
mutations oocurs in the Sefer Yetsirah, or

Book of Creation, written by an unknown Jew-
ish author sometime before the eighth century.
The author was interested in counting the var-
ious ways in which the letters of the He-
brew alphabet can be arranged. The question
was in some sense a mystical one. It was
believed that the letters had magical powers;
therefore, suitable arrangements could subjugate
the forces of nature. The actual text of the
Sefer Yetsirah is very sparse: ‘Two letters build two
words, three build six words, four build 24 words,
five build 120, six build 720, seven build 5040.”
Interestingly enough, the idea of counting the ar-
rangements of the letters of the alphabet also oc-
curred in Islamic mathematics in the eighth and
ninth centuries. By the thirteenth century, in both
the Islamic and Hebrew cultures, the abstract idea

of a permutation had taken root so that both Abu-
l-’ Abbas ibn al-Banna (1256-1321), a mathemati-
cian from Marrakech in what is now Morocco, and
Levi ben Gerson, a French rabbi, philosopher, and
mathematician, were able to give rigorous proofs
that the number of permutations of any set of n el-
ements is n!, as well as prove various results about
counting combinations.

Levi and his predecessors, however, were con-
cerned with permutations as simply arrangements
of a given finite set. It was the search for solutions
of polynomial equations that led Lagrange and oth-
ers in the late eighteenth century to think of permu-
tations as functions from a finite set to itself, the set
being that of the roots of a given equation. And it
was Augustin-Louis Cauchy (1789—1857) who de-
veloped in detail the basic theorems ofpermutation
theory and who introduced the standard notation
used in this text.
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We now show that the collection of all permutations of a nonempty set A forms a
group under this permutation multiplication.

Let A be a nonempty set, and let SA be the collection of all permutations ofA. Then SA
is a group under permutation multiplication.

We have shown that composition of two permutations of A yields a permutation of A,
so SA is closed under permutation multiplication.

Now permutation multiplication is defined as function composition, and in
Section 1, we showed thatfunction composition is associative. Hence 3i is satisfied.

The permutation t such that t(a) = a, for all a e A acts as identity. Therefore % is
satisfied.

For a permutation a, the inverse function, 0—1, is the permutation that reverses the
direction of the mapping a, that is, 0"(a) is the element a’ of A such that a = a(a’).
The existence of exactly one such element a’ is a consequence of the fact that, as a
function, a is both one-to-one and onto. For each a e A we have

1(a) = a = 601'): a(tr-1(t1))=(¢7<7_1)(¢1)
and also

101'): a’ = 0—101): a‘l(a(a’)) = (0—10Xa'),
so that (flu and ca" are both the permutation l. Thus 3% is satisfied. 9

Warning: Some texts compute a product all. of permutations in left-to-right order, so
that (0/1,)(a) = u.(a ((1)). Thus the permutation they get for an is the one we would get
by computing no. Exercise 34 asks us to check in two ways that we still get a group.
If you refer to another text on this material, be sure to check its order for permutation
multiplication.

There was nothing in our definition of a permutation to require that the set A be
finite. However, most of our examples of permutation groups will be concerned with
permutations of finite sets. Note that the structure of the group SA is concerned only
with the number of elements in the set A, and not what the elements in A are. If sets A
and B have the same cardinality, then SA 2 S3. To define an isomorphism ¢ : SA —> 53,
we letf :A —> B be a one-to-one function mapping A onto B, which establishes that A
and B have the same cardinality. For a 6 SA, we let ¢(a) be the permutation E 6 53 such
that 6(f(a)) =f(a(a)) for all a e A. To illustrate this forA = {1,2, 3} andB = {#,$, %}
and the functionf : A —> B defined as

f(1) = #. f(2) = $. f(3) = %.

(123)imo(# $%)
321 %$#'

We simply rename the elements of A in our two-row notation by elements in B using
the renaming functionf, thus renaming elements of SA to be those of SB. We can take
{1, 2, 3, - - - , n} to be a prototype for a finite set A of n elements.

¢m3PS

LetA be the finite set {1, 2, - - -, n}. The group of all permutations ofA is the symmetric
group on n letters, and is denoted by S". I

Note that S,l has n! elements, where

n! = n(n — l)(n — 2) - - - (3)(2)(1).
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at(l)=a(l)=2

Leta=(123)andt=(123).Then

and
10(1) = 3

which says that (71' 9E 10’. Therefore S3 is not abelian. We have seen that any group with
at most four elements is abelian. Furthermore we will see later that up to isomorphism,
the abelian group Z5 is the only group of order 5. Thus 53 is the smallest group which
is not abelian.

Suppose that a = (I: 3212:). We find the inverse a“. We saw in the proof of

Theorem 4.8 that the inverse function of a permutation is the group inverse. So it is easy
to find inverses for permutations, we simply tum the tables! That is, we switch the top
and bottom rows and sort the columns so the top row is in order:

a_1_ 123456
_ 421563 ' A

Disjoint Cycles
There is a more efficient way of specifying the action of a permutation. In the two-
row notation that we have been using, we list each number 1 through It twice, once
in the top row and once in the bottom row. Disjoint cycle notation allows us to write
the permutation using each number only once. We illustrate with an example. Let a =

l 2 3 4 5 6
(3 4 6 2 5 1 ) . To write in disjoint cycle notation we start by writing

(1

We see that 0(1) = 3, so we place 3 just to the right of 1:

(1, 3

Now we see that 0 maps 3 to 6, so we write:

(1, 3, 6

Our permutation maps 6 to l, but there is no reason to write 1 again, so we just place a
parenthesis after the 6 to indicate that 6 maps back to the first element listed:

(1,3,6)

This is called a cycle because when we apply a repeatedly, we cycle through the
numbers 1, 3, and 6. A cycle containing exactly k numbers is called a k-cycle. So the
cycle (1, 3, 6) is a 3-cycle. This is not the end of the story for 0 because we have not
indicated that 2 maps to 4. So we start another cycle and write

(1, 3. 6)(2, 4
to indicate that 0 maps 2 to 4. Since 4 maps back to 2, we obtain a 2-cycle:

(1, 3. 6X2. 4)
We still have not indicated what a does to 5. We can write (1, 3, 6)(2, 4)(5) to indicate
that 5 maps to itself, but usually we will simply leave out l-cycles with the understand-
ing that any number not listed maps to itself. So in disjoint cycle notation

0' = (1,3,6)(2,4).
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We see that 0 is a product of a 3-cycle and a 2-cycle. Sometimes we refer to a
2-cycle as a transposition.

A collection of cycles is said to be disjoint if no entry is in more than one cycle.
Note that 0 could also be written as (3, 6, l)(4, 2), (2, 4)(1, 3, 6), or in a number of other
ways. In general it doesn’t matter which order we write the disjoint cycles, and inside
each cycle we can start with any number as long as we keep the cyclic order the same.
It is clear that any permutation in S" can be written in disjoint cycle notation and that
the representation is unique up to the order the cycles are written and the cyclic order
within each cycle.

In disjoint cycle notation, 0 e 59 is written as ( l, 5, 2, 7)(3, 4, 9). Let us rewrite 0 in two-
row notation. Reading off the disjoint cycle notation we see that 0(1) = 5, 0(5) = 2,
0(2) = 7, 0(7) = 1, 0(3) = 4, 0(4) = 9, and 0(9) = 3. Since 6 and 8 do not appear in
either cycle, we know that 0(6) = 6 and 0(8) = 8. Therefore,

1 2 3 4 5 6 7 8 9
5 7 4 9 2 6 l 8 3

The operation that makes S,l a group is composition of functions. Keeping this in mind,
we can see how to multiply permutations written in disjoint cycle notation.

A

Let 0 = (1,5,3,2, 6) and 1: = (1,2,4, 3, 6) in S5. Let us find a"! in disjoint cycle nota-
tion without resorting to using two-row notation. So

01' = (1,5, 3, 2, 6)(1.2,4. 3,6)-
We need to rewrite this product in disjoint cycles. So we ask where 1 is mapped. Since
the operation is function composition, we see that the cycle 1' on the right sends 1 to
2 and then the cycle on the left sends 2 to 6. So 01(1) = 6 and we start our cycle by
writing

(1, 6

Nowweseethattmaps6toland0 maps 1 t05,sowewrite

(1,6,5

We note that 5 is not in the cycle (1,2, 4,3,6), so 1(5) = 5 and 01(5) = 0(5) = 3. So
we write

(1, 6, 5, 3

Continuing in the same manner, we see that 3 maps to l and we complete the first cycle:

(1 . 6. 5. 3)
We are now ready to start the second cycle. We note that we have still not seen where 2
maps, so we start the next cycle with 2 and we write

61’ = (1.5.3.2, 6)(1,2. 4. 3. 6) = (1.6.5. 3)(2.4)
using the same method we used for the first cycle. We know we are through since we
have used every number 1 through 6. A

Example 4.12 illustrates the process of multiplying permutations in general. We move
from right to left between the cycles, and within the cycles we move from left to right.

We compute the product of the permutations

a = (1, 5)(2, 4)(1, 4, 3X2, 5X4, 2, 1)
using disjoint cycle notation.
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We start by seeing where 1 is mapped. The first cycle on the right maps 1 to 4.
We are using function composition, so we next check what (2, 5) does to 4, which is
nothing. So we move to the cycle (1, 4, 3) and note that 4 is mapped to 3. Next, 3 is not
in the cycle (2,4) and so (2,4) does not move 3 . Finally, (1,5) also does not move 3
and we conclude that 0(1) = 3. We next need to determine where 3 is mapped by a and
continue until we arrive at

0 = (1,3,5,4)(2) = (1,3,5,4)- A

It is interesting to note that in Example 4.13 the group was never specified. The same
calculation is valid whether the group is 55, S5, or S,l for any n 2 5.

We compute the inverse of a = (1,5, 7)(3, 8, 2,4, 6). We first note that in general for a
group (ab)‘1 = b‘la“, so

a‘1 = (3.8.2.4,6)‘1(1,5,7)".
The inverse of a cycle is simply the cycle written backward:

a-1 = (6,4,2, 8,3)(7,5, 1).
This is a perfectly good way of writing a", but since disjoint cycles commute and we
can start each cycle with any entry in the cycle, we could write

a-1 = (1,7, 5)(2, 8,3,6,4). A

With a little practice, computing products of permutations in disjoint cycle notation
becomes routine. We give the table for S3.

4.15 Table

53
o 1 (1,2,3) (1,3,2) (1,2) (1,3) (2,3)
1 1 (1,2,3) (1,3,2) (1,2) (1,3) (2,3)

(1,2,3) (1,2,3) (1,3,2) l (1,3) (2,3) (1,2)
(1,3,2) (1,3,2) 1 (1,2,3) (2,3) (1,2) (1,3)
(1,2) (1,2) (2,3) (1,3) l (1,3,2) (1,2,3)
(1,3) (1,3) (1,2) (2,3) (1,2,3) 1 (1,3,2)
(2,3) (2,3) (1,3) (1,2) (1,3,2) (1,2,3) l

Again we can see that S3 is not abelian since the table is not symmetric about the main
diagonal. We also notice that although disjoint cycles commute, the same cannot be
said for cycles that are not disjoint. For example we see in Table 4.15 that (l, 2)(2, 3) =
(1,2,3) ¢ (1,3,2) = (2,3)(1,2).

The Dihedral Group

We next define a collection of finite groups based on the symmetries of regular n-gons.
To be specific, we use as our standard regular n-gon the one whose points are U,,. Recall
that Un includes the point (1, 0) and the other points are spaced uniformly around the
unit circle to form the vertices of a regular n—gon, which we denote by P... We label the
points starting at (1,0) with 0 and continue labeling them 1, 2, 3, . . . ,n — 1 around the
circle counterclockwise. Note that this is the same labeling as the isomorphism between
U, and Zn that we saw in Section 3. When we refer to a vertex we will reference it by
its label. So vertex 0 is the point (1,0). Note that the edges of P,l consist of the line
segments between vertices k and k +,, l for 0 5 k 5 n — l.
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Let n z 3. Then D., is the set of all one-to—one fimctions ¢ : Z,l —> 2,, that map onto Z,l
with the property that the line segment between vertices i andj is an edge in P.l if and
only if the line segment between ¢(i) and ¢(j) is an edge of P... The n‘II dihedral group
is the set D.. with binary operation function composition. I

We justify calling (D.,, o) a group with Theorem 4.17.

For any n 2 3, (D,,, o) is a group.

We first show that fimction composition is an operation on D... Let ¢, 0 e D.l and sup-
pose that the line between vertices i and j is an edge in P... Since 0 e D.., the line
between 0(i) and 00') is an edge of P... Because 4) e D.., and the line between 0(i) and
00') is an edge, the line between ¢(9(i)) = g) o 0(i) and ¢(0(i)) = ()5 0 0(1') is an edge of

,..
We leave it to the reader to check that if the line segment between ¢(0(i)) = 43 0 9(1')

and ¢(0(j)) = ¢ 0 00') is an edge of P... then the line segment between i andj is an edge
of P...

We also know that the composition of one-to-one and onto functions is one-to-one
and onto, so ¢ 0 0 e D... Therefore, function composition is an operation on D...

The operation of composition of functions is associative, so 5% is satisfied. The
flmction t : Z" —> Z" defined by 1(k) = k is an identity in D,,, so 5% is satisfied. Finally,
if 45 e D.,, then ¢‘1 6 D,.; the inverse function for f acts as the inverse in the group
sense, so 5% is satisfied. Therefore, (D.,, o) is a group. 0

Following tradition, we will use multiplicative notation in the dihedral groups instead
of using 0. If the operation on D. were abelian, we could use additive notation, but in
Example 4.18 we find that D.. is not abelian.

Let n z 3 and p : 2,. —> 2.. be given by rotating the n-gon P.. by 27”, which just rotates
each vertex to the next one. That is,

90‘) = k+n1
for each k e Z”, as can be visualized in Figure 4.19. The function p matches edges to
edges and it is one-to-one and onto. So p e D...

A second element in D.. is reflection about the x-axis, which we call It. By glancing
atFigure 4.20 we see that in D5, ”(0) = 0, p.(l) = 4, M2) = 3, u(3) = 2, and ”(4) = 1.
For any n z 3 in general, if k e Z", then

Mk) = —k-

(Recall that in Z... —k is the additive inverse of k, which is n — k for k > 0 and —0 = 0.)
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Let us check if up = pp. We start by checking what each function does to 0.

1400(0)) = u(1)
= n - 1

p(u(0)) = 9(0)

Since n 2 3, n - l ;é 1, which implies that up ;é p11,. Thus for all n 2 3, D,l is not
abelian. A

Let n 2 3. The order of the dihedral group D,. is 2n and

Du = {1.p.p2.p3, - -- ,p"‘1,u,up,upz,up3, - -- ,up""}.

We first show there can be at most 2n elements of D". If we map the veru'ces Z” to the
vertices Z," vertex 0 has n possible images. Let y be the image of vertex 0. Since y is
connected by an edge to just two vertices, 1 must map to one of these two vertices. So
after the image of vertex 0 is determined, there are only two choices for the image of 1.
After the images of vertices 0 and l are determined, the rest are fixed. This means that
there are at most 2n elements of D".

To show that |D,,| = 271 we only need to show that no two of the functions l =
p°, p, p2, p3, . . . , p"", u, up, up2,up3, . . . , up"‘1 are the same. We first suppose that
p" =p’forsomeintegers0 5 k5 n— l andO 5 r5 n—1.Then:

Pk(0) = P'(0)
k+,l 0 = r+,. 0

k = r

This shows that no two 0ft = p°, p, p2, p3, . . . , p"‘1 are the same.
We next show that no two of u. = upo, up, upz, up3, . . . , up"‘1 are the same. As

beforeweassumethatup" = up’ whereO 5 k 5 n —1and0 5 r 5 n —1areintegers.
By cancellation, we have p" = p’. But then k = r as shown above. Therefore no two of
u = #p°.#p.#p2.np3. - - - 4W“ are the same-

It now only remains to show that there are no values for k and r with p" = up’.
Note that traversing the n-gon in the order

P"(0). Pk(1). 9‘0), - - - . pk(n - 1)
progresses in a counterclockwise manner regardless of which k we use. On the other
hand, k

up"(0), up"(1). up (3),- - - .up"(n)
traverses the n-gon in a clockwise manner. This shows that there are no values of k and
r for which pk = up’. Therefore, Dn has at least 2n elements. Combining this with the
fact that D,l has at most 2n elements shows that |D,.| = 2n and

Du = {t.p.p2,p3. ‘ ~ ,p"‘1.u,up,up2.up3. - -- .up’H}. 0
Theorem 4.21 says that if 4: e D,., then there is an integer 0 S k S n — 1 such that either
(I: = p" or else (1) = upk. We refer to this representation of (I: as the standard form.
We notice that each application of p. reverses the direction traversed by the images of
0, l, 2, 3, . . . , n. We use this fact in the following example.

Let n z 3. We know pu. 9E up from Example 4.18, so let us determine pa 6 D,l in
standard form. Each time we apply it we reverse the clock direction of the images of
0, 1,2, 3, . . . ,n — 1. This means that up]; reverses direction twice, so the rotation is
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back to counterclockwise. Thus up]; = p" for some k. We determine the value of k by
determining where 0 is sent:

k = p"(0) = MPMO) = IMO) = M(1)= n - 1
Therefore,

mm = 12"“
Multiplying both sides on the left by [1. yields:

Imp/L = up“
Since [LIL = l, we conclude that

M = up”. A
When computing products in D,l we normally want our answer in standard form. This
is not difficult if we keep in mind a few basic facts about the group D". We have shown
some of the properties listed below, and the rest you will be asked to verify in the
exercises.

l. p" = l (Rotation by 21r'is the identity map.)
2 (t)")‘1 :9"
3. 11:“: l, which implies u‘1 = p. (Reflect across a line twice is the identity map.)
4. = up’H‘ (Example 4.22 for k = l and Exercise 30 for any k.)

In the group 05 compute (up2)(u.p). We see that

(ll-PZXII-P) = upzup
= #0)q
= Mill’s—2)!)= uzp“
= p4 A

In the dihedral group D,l compute (upkrl.

0149")"=(p’:)‘14114‘l
= “pa—(n—k)

= M" A
In Example 4.24 we determined that the inverse of up" is itself, which suggests that
up" could be reflection across a line of symmetry. In Exercise 37, you will be asked
to show this is the case. Geometrically, we can see that each of the elements of the
form mo" is reflection across a line. Placing one mirror along the line of reflection for
u and another mirror along the line of reflection for up is the basis for designing a
kaleidoscope. Any element in D" can be written as a product using only the elements
it and up since we can write p = ”up. In a kaleidoscope successive reflections across
the mirrors correspond to taking products involving [1. and up. So the image you see in
the kaleidoscope has all the symmetries in D". That is, you can rotate the image by %
or reflect it across any one of the lines of reflection for the elements upk. Figure 4.25 is
a typical image from a kaleidoscope with dihedral group D16 symmetries.
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I EXERCISES 4

Computation
In Exercises 1 through 5, compute the indicated product involving the following permutations in 56:

_123456 _123456 _123456
“—314562' “241365’ “—524316‘
1- 1'0‘ 2. :20 3. [102 4. 0—21 5. 17—110

In Exercises 6 through 9, compute the expressions shown for the permutations a, r, and [L defined prior to Exer-
cise l.
6. 0'6 7. #2 8. 010° 9. #100

10. Convert the permutations a, 1', and u defined prior to Exercise 1 to disjoint cycle notation.
11. Convert the following permutations in $3 from disjoint cycle notation to two-row notation.

a. (1.4.5)(2. 3)
b. (1.8.5)(2.6,7.3.4)
c. (1.2.3)(4.5)(6, 7. 8)

12. Compute the permutation products.

a. (1.5.2.4)(1.5.2.3)
b. (1.5.3)(1,2.3.4.5.6)(1.5.3)_l
c. [0.6,7.2)2(4,5.2,6)-'(1.7.3)]-‘
d. (1.6)(1.5)(1,4)(1.3)(1,2)

13. Compute the following elements of D12. Write your answer in standard form.

a. Itpzups
b. mammo—
c. pup“
d- (up3u‘lp")"

l
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14. Write the group table for Dg. Compare the group tables for 03 and S3. Are the groups isomorphic?

LetAbeasetandleta e SA.Forafixeda 6A, the set

011.0 = {0"(a) I n E Z}
is the orbit of a under a. In Exercises 15 through 17, find the orbit of 1 under the permutation defined prior
to Exercise 1.

15. a 16. r 17. u
18. Verify that H = {r, 11., p2, [1422} g D4 is a group using the operation function composition.
19. a. Verify that the six matrices

l 0 0 0 l 0 0 0 1 l 0 0 0 0 l 0 l 0
0 l 0 , 0 0 l , 1 0 0 , 0 0 1 , 0 l 0 , l 0 0
0 0 l 1 0 0 0 l 0 0 1 0 1 0 0 0 0 1

form a group under matrix multiplication. [Hint Don’t try to compute all products of these matrices. In-
0

stead, think how the column vector 1 is transformed by multiplying it on the left by each of the matrices.]
2

I). What group discussed in this section is isomorphic to this group of six matrices?
20. After working Exercise 18, write down eight matrices that form a group under matrix multiplication that is

isomorphic to D4.

Concepts
In Exercises 21 through 23, correct the definition of the italicized term without reference to the text, if correction
is needed, so that it is in a form acceptable for publication.

21. The dihedral gmup Dn is the set of all functions 45 : Z» —> Z» such that the line segment between vertex i and
vertexj of U,l is an edge of P" if and only if the line segment between vertices ¢(i) and ¢(i) in U" is an edge
of P".

22. A permutation of a set S is a one-to—one map from S to S.

23. The order of a group is the number of elements in the group.

In Exercises 24 through 28, determine whether the given function is a permutation of R.

24. f1 21R —> Rdefinedbyffix) =x+l
75. f2 21R —> Rdefinedbyffix) =x2
26. f3 21R —> lefinedbyf3(x) = —x3
27. f4 2 R —> Rdefinedbyfidx) = e"

28. 13:11:» Rdefinedbyf5(x)=x3 —x2 —2x
29. Determine whether each of the following is true or false.

a. Every permutation is a one-to—one function.
I). Every function is a permutation if and only if it is one-to-one.
c. Every function from a finite set onto itself must be one-to-one.
(1. Every subset of an abelian group G that is also a group using the same operation as G is abelian.
e. The symmetric group S10 has 10 elements.
I. H4) 6 D,., then :15 is a permutation on the set Z".
g. The group D,I has exactly n elements.
I]. 03 is a subset of D4.

Theory

30. Letn z 3 andk e Z... Prove thatinDn, pku = up”"‘.
31. Show that S. is a nonabelian group for n z 3.



52 Part I Groups and Subgroups

32. Strengthening Exercise 31, show that if n z 3, then the only element of a of S,l satisfying ay = ya for all
y 5 Sn is a = l, the identity permutation.

33. Orbits were defined before Exercise 15. Let a, b e A and a E SA. Show that if 0” and 05,, have an element
in common, then 0,”, = 0b,.

34. (See the warning following Theorem 4.8.) Let G be a group with binary operation as. Let G’ be the same set as
G, and define a binary operation *’ on G’ by x *’ y = y at: x for all x, y E G’.
a. (Intuitive argument that G’ under as’ is a group.) Suppose the front wall of your classroom were made

of transparent glass, and that all possible products a *b = c and all possible instances a*(b*c) =
(a * b) a: c of the associative property for G under * were written on the wall with a magic marker. What
would a person see when looking at the other side of the wall from the next room in front of yours?

b. Show from the mathematical definition of *’ that G’ is a group under *’.
35. Give a careful proof using the definition of isomorphism that if G and G’ are both groups with G abelian and

G’ not abelian, then G and G’ are not isomorphic.
36. Prove that for any integer n z 2, there are at least two nonisomorphic groups vn'th exactly 2n elements.
37. Let n z 3 and 0 5 k 5 n — l. Prove that the map up" e D,. is reflection about the line through the origin that

makes an angle of —"T" with the x—axis.
38. Let n z 3 and k, r e Z". Based on Exercise 37, determine the element ofD,. that corresponds to first reflecting

across the line through the origin at an angle of _M and then reflection across the line through the originn
- 21!making an angle of — n’ . Prove your answer.

Subsets and Subgroups

You may have noticed that we sometimes have had groups contained within larger
groups. For example, the group Z under addition is contained within the group Q under
addition, which in turn is contained in the group R under addition. When we view the
group (Z, +) as contained in the group (R, +), it is very important to notice that the op-
eration + on integers n and m as elements of (Z, +) produces the same element n + m
as would result if you were to think of n and m as elements in (R, +). Thus we should
not regard the group (Q+, -) as contained in (R, +), even though (1" is contained in R as
a set. In this instance, 2 - 3 = 6 in (Q+, .), while 2 + 3 = 5 in (R, +). We are requiring
not only that the set of one group be a subset of the set of the other, but also that the
group operation on the subset be the induced operation that assigns the same element
to each ordered pair from this subset as is assigned by the group operation on the whole
set.

5.1 Definition If a subset H of a group G is closed under the binary operation of G and if H with the
induced operation from G is itself a group, then H is a subgroup of G. We shall let
H5 GorGzHdenotethatHisasubgroupofG,andH< GorG> Hshallmean
H 5 G but H 9E G. I

Thus (Z, +) < (R, +) but (0*, -) is not a subgroup of (R, +), even though as sets,
0+ C R. Every group G has as subgroups G itself and {e}, where e is the identity
element of G.

5.2 Definition If G is a group, then the subgroup consisting of G itself is the improper subgroup of G.
All other subgroups are proper subgroups. The subgroup {e} is the trivial subgroup
of G. All other subgroups are nontrivial. I

We turn to some illustrations.
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Let R" be the additive group of all n-component row vectors with real number entries.
The subset consisting of all of these vectors having 0 as entry in the first component is
a subgroup of IR". A

Q+ under multiplication is a proper subgroup of 112+ under multiplication. A

The In“ roots of unity in C, U”, form a subgroup of U, the complex numbers whose
absolute value is l, which in turn is a subgroup of C", the nonzero complex numbers
under multiplication. A

Recall that $1" is the set of all one-to-one functions mapping Z,l onto Z,l and D,, is the
set of all one-to-one functions ¢ mapping Z,l onto Z,l with the further property that the
line segment between i and j is an edge of the regular n-gon P,l if and only if the line
segment between ¢(i) and ¢(j) is an edge. D,l g Sz.- Since both D,l and Sz" are groups
under composition of functions, D,l 5 Sz". A

There are two different types of group structures of order 4 (see Exercise 20 of
Section 2). We describe them by their group tables (Tables 5.8 and 5.9). The group
V is the Klein 4-group.

The only nontrivial proper subgroup of Z4 is {0, 2}. Note that [0, 3} is not a sub-
group of Z4, since {0, 3} is not closed under +. For example, 3 + 3 = 2, and 2 ¢ [0, 3}.
However, the group V has three nontrivial proper subgroups, {e,a}, {e,b}, and {e,c}.
Here {e, a, b} is not a subgroup, since {e, a, b} is not closed under the operation of V
becauseab=c,andc¢ {e,a,b}. A

5.8 Table 53 Table

Z4: + 0 1 2 3 V: e a b c
0 0 1 2 3 e e a b c
l l 2 3 0 a a e c b

2 2 3 0 1 b b e a

3 3 0 1 2 c c a e

It is often useful to draw a subgroup diagram of the subgroups of a group. In such
a diagram, a line running downward from a group G to a group H means that H is a
subgroup of G. Thus the larger group is placed nearer the top of the diagram. Figure 5.10
contains the subgroup diagrams for the groups Z4 and V of Example 5.7.

/V\

{0, 2} {5, a}\{e,b}/{e, c}

{0} {e}

(a) (b)

5.10 Figure (a) Subgroup diagram for Z4. (b) Subgroup diagram for V.

za

Note that if H 5 G and a e H, then by Theorem 2.17, the equation ax = a must
have a unique solution, namely the identity element of H. But this equation can also
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be viewed as one in G, and we see that this unique solution must also be the identity
element e of G. A similar argument then applied to the equation ax = e, viewed in both
H and G, shows that the inverse a—1 of a in G is also the inverse of a in the subgroup H.

Let F be the group ofall real-valued functions with domain 1R under addition. The subset
of F consisting of those functions that are continuous is a subgroup of F, for the sum of
continuous functions is continuous, the functionf wheref(x) = 0 for all x is continuous
and is the additive identity element, and iff is continuous, then -—f is continuous. A

It is convenient to have routine steps for determining whether a subset of a group
G is a subgroup of G. Example 5.11 indicates such a routine, and in the next theorem,
we demonstrate carefully its validity.

A subset H of a group G is a subgroup of G if and only if

1. H is closed under the binary operation of G,
2. the identity element e of G is in H, and

3. foralla eH,a‘l eHalso.

The fact that if H 5 G then Conditions 1, 2, and 3 must hold follows at once from the
definition of a subgroup and from the remarks preceding Example 5.11.

Conversely, suppose H is a subset of a group G such that Conditions 1, 2, and 3
hold. By 2 we have at once that :2 is satisfied. Also % is satisfied by 3. It remains
to check the associative axiom, %. But surely for all a, b,c e H it is true that (ab)c =
a(bc) in H, for we may actually view this as an equation in G, where the associative law
holds. Hence H 5 G. 9

Let F be as in Example 5.11. The subset of F consisting of those functions that are
differentiable is a subgroup ofF, for the sum of differentiable functions is differentiable,
the constant flmction 0 is differentiable, and iff is differentiable, then —f is differen-
tiable. A

Recall from linear algebra that every square matrix A has associated with it a number
det(A) called its determinant, and thatA is invertible if and only if det(A) ¢ 0. IfA and B
are square matrices of the same size, then it can be shown that det(AB) = det(A) - det(B).
Let G be the multiplicative group of all invertible n x n matrices with entries in C and
let T be the subset of G consisting of those matrices with detemiinant l. The equation
det(AB) = det(A) - det(B) shows that T is closed under matrix multiplication. Recall
that the identity matrix 1,, has determinant 1. From the equation det(A) - det(A“) =
det(AA‘l) = det(In) = 1, we see that if det(A) = 1, then det(A“) = 1. Theorem 5.12
then shows that T is a subgroup of G. A

Theorem 5.15 provides an alternate way of checking that a subset of a group is a
subgroup.

A nonempty subset H of the group G is a subgroup of G if and only if for all a, b e G,
ab‘1 6 G.

We leave the proof as Exercise 51. 0

On the surface Theorem 5.15 may seem simpler than Theorem 5.12 since we only need
to show that H is not empty and one other condition. In practice, it is usually just as
eflicient to use Theorem 5.12. On the other hand, Theorem 5.16 can often be used
efliciently.
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Let H be a finite nonempty subset of the group G. Then H is a subgroup of G if and
only ifH is closed under the operation of G.

We leave the proof as Exercise 57. 9

Recall that U,l = {z e C | z" = 1}. We could use Theorem 5.16 to verify that U,. is a
subgroup of C“ by noting that U,. has exactly n elements, so Un is a finite nonempty
subset of C‘ and if zl,z2 e U,,, then (zlz2)" = l, which implies that U,, is closed under
multiplication. A

We verify that the subset H = {l = p0, p, p2, . . . , p"'1} C D,l is a subgroup of D... By
Theorem 5.16, we only need to check that H is closed under the operation of D,,. Let
k,r e Z”. Then pkp’ = pH" 6 H. ThereforeH 5 D". A

Cyclic Subgroups

Let us see how large a subgroup H of 212 would have to be if it contains 3. It would
have to contain the identity element 0 and 3 + 3, which is 6. Then it has to contain 6 + 3,
which is 9. Note that the inverse of 3 is 9 and the inverse of 6 is 6. It is easily checked
that H = {0, 3, 6, 9} is a subgroup of Z12, and it is the smallest subgroup containing 3.

Let us imitate this reasoning in a general situation. As we remarked before, for
a general argument we always use multiplicative notation. Let G be a group and let
a e G. A subgroup of G containing a must, by Theorem 5.12, contain a", the result
of computing products of a and itself for n factors for every positive integer n. These
positive integral powers of a do give a set closed under multiplication. It is possible,
however, that the inverse of a is not in this set. Of course, a subgroup containing a must
also contain a‘1 , and, in general, it must contain a‘” for all m e Z+. It must contain the
identity element e = a0. Summarizing, a subgroup of G containing the element a must
contain all elements a" (or M for additive groups) for all n e Z. That is, a subgroup
containing a must contain {a"|n e Z}. Observe that these powers 0" of a need not be
distinct. For example, in the group V of Example 5.7,

a2=e, a3=a, a4=e, a‘l=a, andsoon.

We have almost proved the next theorem.

LeteagroupandletaeG.Then

H: {a"|neZ}

is a subgroup of G and is the smallest'r subgroup of G that contains a, that is, every
subgroup containing a contains H.

We check the three conditions given in Theorem 5.12 for a subset of a group to give a
subgroup. Since a’a‘ = a’” for r, s e Z, we see that the product in G of two elements
of H is again in H. Thus H is closed under the group operation of G. Also a0 = e, so
e e H, and for a’ e H, a" e H and a"a’ = e. Hence all the conditions are satisfied,
andH S G.

1'Wemayfind ' to" ‘g‘L‘ theterms “ 'and " as ”" ‘tosubsetsofasets
that have some property. A subset H of S is minimal with respect to the property if H has the property, and
no subsetKCH,K;éH,has theproperty. Itasthe property andHEKforevery subsetKwith the
property, then H is the smallest subset with the property. There may be many minimal subsets, but there can
be only one smallest subset. To illustrate, {2, a), (e, b}, and (e, c) are all minirual nontrivial subgroups of the
group V. (See Fig. 5.10.) l' , V no “ nontrivial L, ,.
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Our arguments prior to the statement of the theorem showed that any subgroup of
G containing a must contain H, so H is the smallest subgroup of G containing a. 9

Let G be a group and let a e G. Then the subgroup {a’l In 6 Z} of G, characterized
in Theorem 5.19, is called the cyclic subgroup of G generated by a, and denoted
by (a). I

Let us find two of the cyclic subgroups to D10. We first consider (upk) for k e Z10.
Since mp")z = l and (upkr' = mo", for any integer r, (up*)’ is either up" or 1. Thus

(wok) = it’ll-Pk}-
Since ,0"1 = p9, every negative power of p is also a positive power of p and p10 = l,

(,0) = {1.9, 112.. . .419}-
A

An element a of a group G generates G and is a generator for G if (a) = G. A group
IG is cyclic if there is some element a in G that generates G.

Let Z4 and V be the groups of Example 5.7. Then Z4 is cyclic and both 1 and 3 are
generators, that is,

(1) = (3) = Z4-
However, V is not cyclic, for (a), (b), and (c) are proper subgroups of two elements. Of
course, (e) is the trivial subgroup of one element. A

The group Z under addition is a cyclic group. Both 1 and —1 are generators for this
group, and they are the only generators. Also, for n e Z+, the group Z,l under addition
modulo n is cyclic. If n > 1, then both 1 and n — l are generators, but there may be
others. A

Consider the group Z under addition. Let us find (3). Here the notation is additive, and
(3) must contain

3, 3+3=6, 3+3+3=9, andsoon,

0, —3, —3+—3=—6, —3+—3+—3=—9, andsoon.

In other words, the cyclic subgroup generated by 3 consists of all multiples of 3, posi-
tive, negative, and zero. We denote this subgroup by 3Z as well as (3). In a similar way,
we shall let nZ be the cyclic subgroup (n) of Z. Note that 6Z < 3Z. A

For each positive integer n, U,. is the multiplicative group of the nth roots of unity in
C. These elements of U,l can be represented geometrically by equally spaced points on
a circle about the origin, as illustrated in Fig. 5.27. The point labeled represents the
number

271 ,. 21:
z =cos—+ts1n—.

n n
The geometric interpretation of multiplication of complex numbers, explained in
Section 3, shows at once that as 4‘ is raised to powers, it works its way counterclockwise
around the circle, landing on each of the elements of U,l in turn. Thus U,. under mul-
tiplication is a cyclic group, and g is a generator. The group U,l is the cyclic subgroup
(4') of the group U of all complex numbers z, where |z| = 1, under multiplication. A
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I EXERCISES 5

Computations
In Exercises 1 through 6, determine whether the given subset of the complex numbers is a subgroup of the group
C of complex numbers under addition.

1. 1R 2. (2+ 3. 72

4. The set ilR of pure imaginary numbers including 0
5. The set ml) of rational multiples of it 6. The set {11" | n e Z}

7. Which of the sets in Exercises 1 through 6 are subgroups of the group C“ of nonzero complex numbers under
multiplication?

In Exercises 8 through 13, determine whether the given set of invertible n x n matrices with real number entries is
a subgroup of GL(n, 1R).

8. The n x n matrices with determinant greater than or equal to l
9. The diagonal n x n matrices with no zeros on the diagonal

10. The n x n matrices with determinant 2" for some integer k
11. The n x n matrices with determinant —l
12. The n x n matrices with determinant —l or 1

13. The set of all n x n matrices A such that (AT)A = I... [These matrices are called orthogonal. Recall that A7;
the transpose of A, is the matrix whose jth column is the jth row of A for 1 S j S n, and that the transpose
operation has the property (AB)T = (BT)(AT).]

Let F be the set of all real-valued functions with domain IR and let F be the subset ofF consisting of those functions
that have a nonzero value at every point in R. In Exercises 14 through 19, determine whether the given subset of
F with the induced operation is (a) a subgroup of the group F under addition, (b) a subgroup of the group F under
multiplication.

14. The subset F
15. The subset of allf e F such thatf(l) = 0
16. The subset of allf e F such thatf(1) = 1
17. The subset of allf e F such thatf(0) = 1
18. The subset of allf e F such thatf(0) = —1
19. The subset of all constant functions in F.
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20. Nine groups are given below. Give a complete list of all subgroup relations, of the form G; 5 6;, that exist
between these given groups 01,62, - - - ,Gg.
G1 = Z under addition
62 = 122 under addition
G3 = Q+ under multiplication
G4 = R under addition
Gs = lR+ under multiplication
66 = {71" In e Z] under multiplication
G7 = 32 under addition
63 = the set of all integral multiples of 6 under addition
G9 = {6" In 6 Z} under multiplication

21. Write at least 5 elements of each of the following cyclic groups.

a. 252 under addition
I). (6)" In 6 Z} under multiplication
c. ln'" In e Z) under multiplication
d. (p3) in the group Dls
e. ((1.2, 3)(5, 6)) in the group 56

In Exercises 22 through 25, describe all the elements in the cyclic subgroup of GL(2, 1R) generated by the given
2 x 2 matrix.

”[313] 23' [3 i] 24- [3 3] 25- [—3 ‘3]
26. Which of the following groups are cyclic? For each cyclic group, list all the generators of the group.

Gr = (z, +) 62 = (Q, +) Ga = (0+, -) G4 = (62, +)
05 = {6" In e Z} under multiplication
06 = [a + bs/E | a, b e Z} under addition

In Exercises 27 through 35, find the order of the cyclic subgroup of the given group generated by the indicated
element.

27. The subgroup of Z4 generated by 3
28. The subgroup of V generated by c (see Table 5.9)
29. The subgroup of U6 generated by cos % + isin 2‘3”-
30. The subgroup of Z10 generated by 8
31. The subgroup of 216 generated by 12

32. The subgroup of the symmetric group Ss generated by (2, 4, 6, 9)(3, 5, 7)
33. The subgroup of the symmetric group S10 generated by (1, 10)(2, 9)(3, 8)(4, 7)(5, 6)
34. The subgroup of the multiplicative group G of invertible 4 x 4 matrices generated by

0
—

0

l—
O

O

O
O

H

0
0

0
’-
I

35. The subgroup of the multiplicative group G Of invertible 4 x 4 matrices generated by

H
0

0
0

0
0

0
-

0
—

0
0

0
0

—
0

36. a. Complete Table 5.28 to give the group 25 of 6 elements.
b. Compute the subgroups (0), (l), (2), (3), (4), and (5) of the group Z5 given in part (a).
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c. Which elements are generators for the group Z5 of part (a)?
(I. Give the subgroup diagram for the part (b) subgroups of 26. (We will see later that these are all the sub-

groups of Zs.)

5.28 Table

26 Z + 5

0 5
1 0
2
3
4

Concepts

In Exercises 37 and 38, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

37. A subgroup of a group G is a subset H of G that contains the identity element e of G and also contains the
inverse of each of its elements.

38. A group Gis cyclic ifand only ifthere exists a e G such that G = {a" |n e Z).
39. Determine whether each of the following is true or false.

a. The associative law holds in every group.
I). There may be a group in which the cancellation law fails.
c. Every group is a subgroup of itself.
(I. Every group has exactly two improper subgroups.
e. In every cyclic group, every element is a generator.
I. A cyclic group has a unique generator.
g. Every set of numbers that is a group under addition is also a group under multiplication.
h. A subgroup may be defined as a subset of a group.
i. Z4 is a cyclic group.
j. Every subset of every group is a subgroup under the induced operation.
k. For any n 2 3, the dihedral group D,l has at least n + 2 cyclic subgroups.

40. Show by means of an example that it is possible for the quadratic equation x2 = e to have more than two
solutions in some group G with identity e.

In Exercises 41 through 44 let B be a subset of A, and let b be a particular element of B. Determine whether the
given set is a subgroup of the symmetric group SA under the induced operation. Here 6[B] = {0(x) Ix e B}.

41. {a 6 SA |a(b) = b}
42. {a 6 SA |a(b) e B}

43. {a 6 SA |a[B] g B}
44. {a e SA |a'[B] = B}

Theory

In Exercises 45 and 46, let 4: : G —> G’ be an isomorphism of a group (G, *) with a group (G’, *’). Write out a
proof to convince a skeptic of the intuitively clear statement.
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45. If H is a subgroup of G, then ¢[H] = {¢(h) | h e H} is a subgroup of G’. That is, an isomorphism carries
subgroups into subgroups.

46. Ifthere is an a e G such that (a) = G, then G’ is cyclic.
47. Show that ifH and K are subgroups of an abelian group G, then

{hklheHandkeK}
is a subgroup of G.

48. Find an example of a group G and two subgroups H and K such that the set in Exercise 47 is not a subgroup
of G.

49. Prove that for any integer n z 3, S,. has a subgroup isomorphic with D".
50. Find the flaw in the following argument: “Condition 2 of Theorem 5.12 is redundant, since it can be derived

from 1 and 3, for let a e H. Then a—1 e H by 3, and by 1, aa‘1 = e is an element ofH, proving 2.”
51. Prove Theorem 5.15.
52. Prove that if G is a cyclic group and |G| z 3, then G has at least 2 generators.
53. Prove that if G is an abelian group, written multiplicatively, with identity element e, then all elements x of G

satisfying the equation x2 = «2 form a subgroup H of G.
54. Repeat Exercise 53 for the general situation of the set H of all solutions 1: of the equation x" = e for a fixed

integer n z l in an abelian group G vn'th identity e.
55. Find a counterexample to Exercise 53 if the assumption of abelian is dropped.
56. Show that if a e G, where G is a finite group with identity 2, then there exists n E 2" such that a" = e.
57. Prove Theorem 5.16.
58. Let G be a group and let a be one fixed element of G. Show that

H, ={xeGlxa=ux}

is a subgroup of G.
59. Generalizing Exercise 58, let S be any subset of a group G.

a. Show thatHs = {x e Glxs = sxforalls e S} is asubgroupofG.
b. In reference to part (a), the subgroup HG is the center of G. Show that HG is an abelian group.

60. Let H be a subgroup ofa group G. For a,b e G, let a ~ b if and only if ab‘1 6 H. Show that ~ is an equiva-
lence relation on G.

61. For sets H and K, we define the intersection H n K by

HnK={x|eandxeK}.

Show that ifH S G and K S G, then H n K S G. (Remember: 5 denotes “is a subgroup of,” not “is a subset
of”)

62. Prove that every cyclic group is abelian.
63. Let G be a group and let G,l = {3" | g e G}. Under what hypothesis about G can we show that G,l is a subgroup

of G?
64. Show that a group with no proper nontrivial subgroups is cyclic.
65. Cracker Barrel Restaurants place a puzzle called “Jump All But One Game” at each table. The puzzle starts

with golf tees arranged in a triangle as in Figure 5.29a where the presence of a tee is noted with a solid dot
and the absence is noted with a hollow dot. A move can be made if a tee can jump over one adjacent tee and
land on an empty space. When a move is made, the tee that is jumped over is removed. A possible first move
is shown in Figure 5.2%. The goal is to have just one remaining tee. Use the Klein 4-group to show that no
matter what sequence of (legal) moves you make, the last remaining tee cannot be in a bottom comer position.
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CYCLIC GROUPS
Recall the following facts and notations from Section 5. If G is a group and a e G, then

H = {a" | n e Z}

is a subgroup of G (Theorem 5.19). This group is the cyclic subgroup (a) of G gener-
ated by (1. Also, given a group G and an element a in G, if

G={a"|neZ},
then a is a generator of G and the group G = (a) is cyclic. We introduce one new bit of
terminology. Leta be an element of a group G. If the cyclic subgroup (a) of G is finite,
then the order of a is the order |(a)| of this cyclic subgroup. Otherwise, we say that a
is of infinite order. We will see in this section that if a e G is of finite order m, then m
is the smallest positive integer such that a’" = e.

The first goal of this section is to describe all cyclic groups and all subgroups of
cyclic groups. This is not an idle exercise. We will see later that cyclic groups serve
as building blocks for a significant class of abelian groups, in particular, for all finite
abelian groups. Cyclic groups are fundamental to the understanding of groups.

Elementary Properties of Cyclic Groups

We start with a demonstration that cyclic groups are abelian.

Every cyclic group is abelian.

Let G be a cyclic group and let a be a generator of G so that

G=(a)={a"|neZ}.

Ifgl and g2 are any two elements of G, there exist integers r and s such that g1 = a’ and
g2 = a’. Then

8182 = a’a‘ = a’“ = a‘” = a’a’ = gzgl.
so G is abelian. Q

We shall continue to use multiplicative notation for our general work on cyclic
groups, even though they are abelian.

The division algorithm that follows is well known and seems pretty simple. In fact,
this algoritlun is taught in elementary school. If you divide an integer n by a positive
integer m, you get an integer quotient q with a remainder r where 0 S r < m. You might
write this as n + m = q R r, which of course means i = q + "L.- Multiplying both sides
by m gives the form of the division algorithm that is a fundamental tool for the study of
cyclic groups.
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6.2 Division Algorithm for Z If m is a positive integer and n is any integer, then there exist unique integers q
and r such that

n=mq+r and 05r<m.

Proof We give an intuitive diagrammatic explanation, using Fig. 6.3. On the number line, mark

6.4 Example

Solution

6.5 Example

Solution

off the multiples of m and the position of It. Now n falls either on a multiple qm of m
and r can be taken as 0, or n falls between two multiples of m. If the latter is the case,
let qm be the first multiple of m to the left of n. Then r is as shown in Fig. 6.3. Note that
0 5 r < m. Uniqueness of q and r follows since if n is not a multiple of m so that we
can take r = 0, then there is a unique multiple qm of m to the left of n and at distance
less than m from n, as illustrated in Fig. 6.3. O

" 11
PM

n20.420—l—l—l—l—
‘01 0 m 2m 9m (q+1)m

r np—IH..<o,q<o: 1/— : : :
qm (q+1)m —m 0 m 2»:

fisfigure

In the notation of the division algorithm, we regard q as the quotient and r as the
nonnegative remainder when n is divided by m.

Find the quotient q and remainder r when 38 is divided by 7 according to the division
algorithm.

The positive multiples of 7 are 7, 14, 21, 28, 35, 42, - - - . Choosing the multiple to leave
a nonnegative remainder less than 7, we write

38:35+3=7(5)+3

so the quotient is q = 5 and the remainder is r = 3. A

Find the quotient q and remainder r when —38 is divided by 7 according to the division
algorithm.

The negative multiples of 7 are —7, —14, —21, —28, —35, —42, - - - .Choosing the mul-
tiple to leave a nonnegative remainder less than 7, we write

—38 = —42 + 4 = 7(—6) + 4

so the quotient is q = —6 and the remainder is r = 4. A

We will use the division algorithm to show that a subgroup H of a cyclic group G is
also cyclic. Think for a moment what we will have to do to prove this. We will have to
use the definition of a cyclic group since we have proved little about cyclic groups yet.
That is, we will have to use the fact that G has a generating element a. We must then
exhibit, in terms of this generator a, some generator c = a’" for H in order to show that
H is cyclic. There is really only one natural choice for the power m of a to try. Can you
guess what it is before you read the proof of the theorem?
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A subgroup of a cyclic group is cyclic.

Proof Let G be a cyclic group generated by a and let H be a subgroup of G. If H = {e},

6.7 Corollary

6.8 Definition

then H = (e) is cyclic. IfH 55 {e}, then a’l e H for some n e 2". Let m be the smallest
integer in Z+ such that a’" e H.

We claim that c = a’" generates H; that is,

H = (a"') = (c).

We must show that every b e H is a power of 0. Since b e H and H 5 G, we have
b = a” for some n. Find q and r such that

n = mq + r for 0 5 r < m

in accord with the division algorithm. Then

a" = 0”” = (a"')qa’,

so

a’ = (0”)‘qa".

Now since a" eH,a”' 6H, and H is a group, both (0“)‘9 and a" are in H. Thus

(a”')‘qa" e H; that is, a’ e H.

Since m was the smallest positive integer such that a’" e H and 0 S r < m, we must have
r=0.Thusn=mqand

b = a" = (a"')q = cq,

sobisapowerofc. Q

As noted in Examples 5.24 and 5.25, Z under addition is cyclic and for a positive
integer n, the set nZ of all multiples of n is a subgroup of Z under addition, the cyclic
subgroup generated by n. Theorem 6.6 shows that these cyclic subgroups are the only
subgroups of Z under addition. We state this as a corollary.

The subgroups ofZ under addition are precisely the groups nZ under addition for n e Z.
O

This corollary gives us an elegant way to define the greatest common divisor of two
positive integers r and 3. Exercise 54 shows that H = {nr + ms l n, m e Z} is a subgroup
of the group Z under addition. Thus H must be cyclic and have a generator d, which we
may choose to be positive.

Let r be a positive integer and s be a non-negative integer. The positive generator d of
the cyclic group

H: {nr+ms| mm 6 Z}

under addition is the greatest common divisor (abbreviated gcd) of r and s. We write
d = gcd(r,r). I

NotethatdZ=H, r=1r+03 eH,ands=0r+ ls eH.Thisimpliesthatr,s 6
:12, which says that d is a divisor of both r and s. Since d e H, we can write

d=nr+ms

for some integers n and m. We see that every integer dividing both r and s divides the
right-hand side of the equation, and hence must be a divisor of d also. Thus d must
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be the largest number dividing both r and 5; this accounts for the name given to d in
Definition 6.8.

The fact that the greatest common divisor d of r and s can be written in the form
:1 = nr + ms for some integers n and m is called Bézout’s identity. Bézout’s identity is
very useful in number theory, as we will see in studying cyclic groups.

Find the gcd of 42 and 72.

The positive divisors of 42 are l, 2, 3, 6, 7, 14, 21, and 42. The positive divisors of 72
are l, 2, 3, 4, 6, 8, 9, 12, 18, 24, 36, and 72. The greatest common divisor is 6. Note
that 6 = (3)(72) + (—5)(42). There is an algorithm for expressing the greatest common
divisor d of r and s in the form d = nr + ms, but we will not need to make use of it here.
The interested reader can find the algorithm by searching the Internet for the Euclidean
algorithm and Bézout’s identity. A

Two positive integers are relatively prime if their gcd is 1. For example, 12 and 25
are relatively prime. Note that they have no prime factors in common. In our discussion
of subgroups of cyclic groups, we will need to know the following:

If r and s are relatively prime and if r divides sm, then r must divide m. (1)

Let’s prove this. If r and s are relatively prime, then we may write

= ar + bs for some a, b e Z.

Multiplying by m, we obtain

m = arm + bsm.

Now r divides both arm and bsm since r divides sm. Thus r is a divisor of the right-hand
side of this equation, so r must divide m.

The Structure of Cyclic Groups
We can now describe all cyclic groups, up to an isomorphism.

Let G be a cyclic group with generator a. If the order of G is infinite, then G is isomor-
phic to (Z, +). If G has finite order n, then G is isomorphic to (Z,., +,,).

Case I For allpositive integers m, a’" 7E e. In this case we claim that no two
distinct exponents h and k can give equal elements a" and a" of G.
Suppose that a" = a" and say h > k. Then

aha—k = a'H‘ = e,

contrary to our Case I assumption. Hence every element of G can be
expressed as a’" for a unique m e Z. The map ¢ : G —> Z given by
¢(a‘) = i is thus well defined, one-to—one, and onto Z. Also,

Maia") = ¢(ai+j) = i+j = ¢(ai) + (“a").
so the homomorphism property is satisfied and d: is an isomorphism.
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Case II a’" = efor some positive integer m. Let n be the smallest positive
integersuchthata’l =e.Ifs e lands =nq+rfor0 5 r < n, then
a’=a"‘1+’=(a")qa’= eqa’=a'. As inCase 1,if0 5 k < h < nand
a" = a", then a""‘ = e and 0 < h — k < n, contradicting our choice of
n. Thus the elements

a° = e,a,a2,a3,--- ,0"—1

are all distinct and comprise all elements of G. The map all : G —> Z,l
given by t//(ai) = ifor 1': 0,1,2, - - - ,n - l is thus well defined,
one-to-one, and onto Z". Because a" = e, we see that aiai = a" where
k = i +,l j. Thus

maid) = i+..j = 114a") +.. Wu"),
so the homomorphism property is satisfied and 1]; is an isomorphism.

O

6.11 Figure 6.12 Figure

6.13 Example Motivated by our work with U," it is nice to visualize the elements (2: a°,al,a2, - - - ,

6.14 Example

a"" of a cyclic group of order n as being distributed evenly on a circle (see Fig. 6.11).
The element a" is located h of these equal units counterclockwise along the circle, mea-
sured from the right where e = a0 is located. To multiply a" and a" diagrammatically,
we start from at" and go k additional units around counterclockwise. To see arithmeti-
cally where we end up, find q and r such that

h+k=nq+r for 05r<n.

The nq takes us all the way around the circle q times, and we then wind up at a’. A

Figure 6.12 is essentially the same as Fig. 6.11 but with the points labeled with the
exponents on the generator. The operation on these exponents is addition modulo n.

This is simply the isomorphism between (a) and Zn. Of course this is the same
isomorphism we saw when we defined Zn from U", but using a instead of €-

As promised at the beginning of this section, we can see now that the order of an
element a in a group G is simply the smallest positive number n such that a" = e.

Let us find the order of the k—cycle, o' = (a1,a2,a3, . . . ,ak), in the symmetric group.
The order of a is the smallest postive power of a that is l. Note that applying or just
maps each number to the next one in the cyclic order. 50 after k applications of a, each
number maps back to itself, but not before k applications of 0. Therefore, the order of a
k—cycle is k. A
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Subgroups of Finite Cyclic Groups

We have completed our description of cyclic groups and turn to their subgroups. Corol-
lary 6.7 gives us complete information about subgroups of infinite cyclic groups. Let us
give the basic theorem regarding generators of subgroups for the finite cyclic groups.

Let G be a cyclic group with n elements and generated by a. Let b e G and let b = 0‘.
Then b generates a cyclic subgroup H of G containing n/d elements, where d is the
greatest common divisor of n and 5. Also, (a5) = (a') if and only if gcd(s, n) = gcd(t, n).

That b generates a cyclic subgroup H of G is lmown from Theorem 5.19. We need show
only that H has n/d elements. Following the argument of Case H of Theorem 6.10, we
see that H has as many elements as the smallest positive power m of b that gives the
identity. Now b = a5, and b’” = e if and only if (a‘)"' = e, or if and only ifn divides ms.
What is the smallest positive integer m such that n divides ms? Let (1 be the god of n and
3. Then there exist integers u and v such that

d = un + vs.

Since d divides both n and s, we may write

1 = "(n/d) + V(S/d)
where both n/d and s/d are integers. This last equation shows that 71/11 and s/d are
relatively prime, for any integer dividing both of them must also divide 1. We wish to
find the smallest positive In such that

ms _ m(s/d) .IS an integer.n (n/d)
From the division property (1) following Example 6.9, we conclude that n/d must divide
m, so the smallest such m is n/d. Thus the order of H is n/d.

Taking for the moment Zn as a model for a cyclic group of order n, we see that if d
is a divisor of n, then the cyclic subgroup (d) of Zn has n/d elements, and contains all
the positive integers In less than n such that gcd(m, n) = d. Thus there is only one sub-
group of Z" of order n/d. Taken with the preceding paragraph, this shows at once that if
a is a generator of the cyclic group G, then (a’) = (a‘) if and only if gcd(s, n) =
gcd(t, n). O

For an example using additive notation, consider Zn, with the generator a = 1. Since
the greatest common divisor of 3 and 12 is 3, 3 = 3- l generates a subgroup of % = 4
elements, namely

(3) = {0,3,6,9}.

Since the god of 8 and 12 is 4, 8 generates a subgroup of g = 3 elements, namely,

(8) = {0.4.8}.
Since the god of 12 and 5 is l, 5 generates a subgroup of ¥ = 12 elements; that is, 5 is
a generator of the whole group Zn. A

The following corollary follows immediately from Theorem 6.15.

If a is a generator of a finite cyclic group G of order n, then the other generators of G
are the elements of the form a’, where r is relatively prime to n.
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Let us find all subgroups of Z13 and give their subgroup diagram. All subgroups are
cyclic. By Corollary 6.17, the elements 1, 5, 7, ll, 13, and 17 are all generators of Zn.
Starting with 2,

(2) = {0,2,4,6,8,10,12,14,16}.

is of order 9 and has as generators elements of the form h2, where h is relatively prime
to 9, namely, h = l, 2,4, 5, 7, and 8, so h2 = 2,4, 8, 10, 14, and 16. The element 6 of (2)
generates {0, 6, 12}, and 12 also is a generator of this subgroup.

We have thus far found all subgroups generated by 0, 1, 2, 4, 5, 6, 7, 8, 10, 11, 12,
l3, l4, l6, and 17. This leaves just 3, 9, and 15 to consider.

(3) = {0, 3, 6, 9, 12, 15},

and 15 also generates this group of order 6, since 15 = 5 - 3, and the god of 5 and 6 is
1. Finally,

(9) = {0, 9}-
The subgroup diagram for these subgroups of 213 is given in Fig. 6.19.

<1) =z1s

<2)\ /(3)

<6) (9)

\,,/
6.19 Figure Subgroup diagram for 218.

This example is straightforward; we are afraid we wrote it out in such detail that it
may look complicated. The exercises give some practice along these lines. A

Let G be a finite cyclic group and H 5 G. Then |H| divides |G|. That is, |G| is a multiple
of |H| .

Let g be a generator for G and let n = |G|. By Theorem 6.6, H is cyclic, so there is
an element in h e H such that h generates H. Since h e H 5 G, h = g‘ for some 3.
Theorem 6.15 states that

n
= gcd(n, s)IHI

which is a divisor of n. 9

We find all orders of the subgroups of Zzs. Factoring gives 28 = 22 - 7, so the possible
orders of subgroups of the cyclic group Zzs are 1, 2, 4, 7, l4, and 28. We note that
|(0)| =1, |(14)|= 2, WM = 4. |(4)| = 7.|(2)|=14.|(1)|=lzzs|= 28- So there an
subgroups of order 1, 2, 4, 7, 14, and 28. A

Actually, Corollary 6.20 can be strengthened considerably. The assumption that G
is cyclic is completely unnecessary. As we will see in Section 10, Lagrange’s Theorem
states that for any finite group, the order of a subgroup divides the order of the group.
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I EXERCISES 6

Computations

In Exercises 1 through 4, find the quotient and remainder, according to the division algorithm, when n is divided
by m.

l.n=42,m=9 2-n=-42,m=9
3.n=—37,m=8 4.n=37,m=8

In Exercises 5 through 7, find the greatest common diw'sor of the two integers.

5. 32 and 24 6. 48 and 88 7. 360 and 420
In Exercises 8 through 11, find the number of generators of a cyclic group having the given order.

8. 5 9. 8 10. 24 11. 84
An isomorphism of a group vn'th itself is an automorphism of the group. In Exercises 12 through 16, find the
number of automorphisms of the given group.
[Hint: You may use Exercise 53. What must be the image of a generator under an automorphism?]

12. 22 13. Z5 14. Z3 15. Z 16. 234

In Exercises 17 through 23, find the number of elements in the indicated cyclic group.

17. The cyclic subgroup of Z30 generated by 25
18. The cyclic subgroup of Z42 generated by 30
19. The cyclic subgroup (i) of the group C“ of nonzero complex munbers under multiplication
20. The cyclic subgroup of the group C“ of Exercise 19 generated by (l + D/fi
21. The cyclic subgroup of the group C“ of Exercise 19 generated by l + i
22. The cyclic subgroup (p10) of D24
23. The cyclic subgoup (p35) of 0375
24. Consider the group S10

a. What is the order of the cycle (2,4, 6, 7)?
b. What is the order of (1,4)(2, 3, 5)? Of (1, 3)(2, 4, 6, 7, 8)?
c. What is the order of (l, 5, 9)(2, 6, 7)? Of (1, 3)(2, 5, 6, 8)?
d. What is the order of(l,2)(3, 4, 5,6,7, 8)? Of (1,2, 3)(4, 5, 6, 7, 8, 9)?
e. State a theorem suggested by parts (c) and (d). [I-Iint: The important words you are looking for are least

common multiple.]

In Exercises 25 through 30, find the maximum possibe order for an element of S,l for a given value of n.

25.n=5 26.n=6 27.n=7
28.n=8 29.n=10 30.n=15

In Exercises 31 through 33, find all subgroups of the given group, and draw the subgroup diagram for the sub-
groups.

31. Z12 32. Z35 33. 23

In Exercises 34 through 38, find all orders of subgroups of the given group.

34. 26 35. 23 36. Zn 37. Z20 38. Z17

Concepts

In Exercises 39 and 40, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

39. An element a of a group G has order n e Z+ if and only if a” = e.
40. The greatest common divisor of two positive integers is the largest positive integer that divides both of them.



Section 6 Exercise: 69

4]. Determine whether each of the following is true or false.

a. Every cyclic group is abelian.
b. Every abelian group is cyclic.
c. Q under addition is a cyclic group.
(I. Every element of every cyclic group generates the group.
e. There is at least one abelian group of every finite order >0.
f. Every group of order 54 is cyclic.
g. All generators of 220 are prime numbers.
h. IfG and G’ are groups, then G n G’ is a group.
i. IfH and K are subgroups ofa group G, then H n K is a group.
j. Every cyclic group of order >2 has at least two distinct generators.

In Exercises 42 through 46, either give an example of a group with the property described, or explain why no
example exists.

42. A finite abelian group that is not cyclic
43. An infinite group that is not cyclic
44. A cyclic group haw'ng only one generator
45. An infinite cyclic group having four generators
46. A finite cyclic group having four generators

The generators of the cyclic multiplicative group U” of all nth roots of unity in C are the primitive nth roots of
unity. In Exercises 47 through 50, find the primitive nth roots of unity for the given value of n.

47. n=4

48. n=6
49. n=8

50. n=12

ProofSynopsis

51. Give a one-sentence synopsis of the proof of Theorem 6.1.
52. Give at most a three-sentence synopsis of the proof of Theorem 6.6.

Theory

53. Let G be a cyclic group with generator a, and let G’ be a group isomorphic to G. If¢ : G —> G’ is an isomor-
phism, show that, for every x e G, ¢(x) is completely determined by the value 4>(a). That is, if d: : G —> G’
and tp : G —> G’ are two isomophisms such that ¢(a) = Ilr(a), then ¢(x) = t[r(x) for all x e G.

54. Let r and s be integers. Show that {nr + msl mm 6 Z} is a subgroup of Z.
55. Prove that if G is a finite cyclic group, H and K are subgroups of G, and H aé K, then |H| 7’: |K|.
56. Leta and b be elements of a group G. Show that if ab has finite order n, then ba also has order n.
57. Let r and s be positive integers.

8. Define the least common multiple of r and s as a generator of a certain cyclic group.
I). Under what condition is the least common multiple of r and 3 their product, rs?
c. Generalizing part (b), show that the product of the greatest common divisor and of the least common

multiple of r and sis rs.
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58. Show that a group that has only a finite number of subgroups must be a finite group.
59. Show by a counterexample that the following “converse” of Theorem 6.6 is not a theorem: “If a group G is

such that every proper subgroup is cyclic, then G is cyclic.”
60. Let G be a group and suppose a e G generates a cyclic subgroup of order 2 and is the unique such element.

Show that ax = xa for all x e G. [Hint: Consider (xax-1)2.]
61. Prove that if G is a cyclic group with an odd number of generators, then G has two elements.
62. Let p and q be distinct prime numbers. Find the number of generators of the cyclic group 2m-
63. Let p be a prime number. Find the number of generators of the cyclic group Zpr, where r is an integer z 1.
64. Show that in a finite cyclic group G of order n, written multiplicatively, the equation x’" = e has exactly m

solutions x in G for each positive integer m that divides n.
65. \Vrth reference to Exercise 64, what is the situation if 1 < m < n and m does not divide n?

66. Show that 2,, has no proper nontrivial subgroups ifp is a prime number.
67. Let G be an abelian group and let H and K be finite cyclic subgroups with |H| = r and |K| = s.

a. Show that if r and s are relatively prime, then G contains a cyclic subgroup of order rs.
b. Generalizing part (a), show that G contains a cyclic subgroup oforder the least common multiple of r and s.

-GENERATING SETS AND CAYLEY DIGRAPHS

Let G be a group, and let a e G. We have described the cyclic subgroup (a) of G, which
is the smallest subgroup of G that contains the element a. Suppose we want to find as
small a subgroup as possible that contains both a and b for another element b in G. By
Theorem 5.19, we see that any subgroup containing a and b must contain a" and b’" for
all m, n e Z, and consequently must contain all finite products of such powers ofa and b.
For example, such an expression might be a2b4a‘3b2a5. Note that we cannot “simplify”
this expression by writing first all powers of a followed by the powers of b, since G may
not be abelian. However, products of such expressions are again expressions of the same
type. Furthermore, e = a0 and the inverse of such an expression is again of the same
type. For example, the inverse of a2b4a‘3b2a5 is a‘sb‘2a3b‘4a‘z. By Theorem 5.12,
this shows that all such products of integral powers of a and b form a subgroup of G,
which surely must be the smallest subgroup containing both a and b. We call a and b
generators of this subgroup. Ifthis subgroup should be all of G, then we say that [a, b}
generates G. Of course, there is nothing sacred about taking just two elements a, b e G.
We could have made similar arguments for three, four, or any number of elements of G,
as long as we take only finite products of their integral powers.

7.1 Example As we have seen, the dihedral group is generated by {a, p} since every element in D,.
can be written in the form p" or up" for 0 5 k < n. Also, {a, up} generates D,. since
p = Map), so any element in the dihedral group can also be written as a product of
copies of a and up. It is interesting to note that both It and up have order 2, while in
the generating set {a, p} one element has order 2, but the other has order n. A

7.2 Example The Klein 4—group V = {e, a, b, c} of Example 5.7 is generated by {a, b} since ab = c.
It is also generated by {a, c}, {b, c}, and {a, b, c}. If a group G is generated by a subset S,
then every subset of G containing S generates G. A

7.3 Example The group Z6 is generated by {1} and {5}. It is also generated by {2, 3} since 2 + 3 = 5,
so that any subgroup containing 2 and 3 must contain 5 and must therefore be Z6. It is
also generated by {3, 4}, {2, 3, 4}, {1, 3}, and {3, 5}, but it is not generated by {2, 4}
since (2) = {0, 2,4} contains 2 and 4. A
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We have given an intuitive explanation of the subgroup of a group G generated by
a subset of G. What follows is a detailed exposition of the same idea approached in
another way, namely via intersections of subgroups. After we get an intuitive grasp of
a concept, it is nice to try to write it up as neatly as possible. We give a set-theoretic
definition and generalize a theorem that was in Exercise 61 of Section 5.

Let (S,- | i e I} be a collection of sets. Here I may be any set of indices. The intersection
rugs. of the sets S,- is the set of all elements that are in all the sets 5;; that is,

gSi= {xlxeSiforallieI}.

Iflis finite,I = {l,2,...,n}, we may denote nids. by

slnsznu-nsn. I

For any group G and any nonempty collection of subgroups {Hi 5 G Ii 6 I}, the inter-
section of all the subgroups H,-, niaHi, is also a subgroup of G.

Let us show closure. Let a e niaH, and b e nigHi, so that a e H,- for all i e I and
b e H; for all i e I. Then ab 6 Hi for all i e 1, since Hi is a group. Thus ab 6 n.6,H.-.

Since H,- is a subgroup for all i e I, we have e e H; for all ie I, and hence
e e nieIHi.

Finally, fora e flielHi, we have a e H,- for all i e I, so a‘1 e H,- for alli e I, which
implies that (1—1 E nigHi. .

Let G be a group and let a,- e G for i e I. There is at least one subgroup of G
containing all the elements ai for i e I, namely G is itself. Theorem 7.5 assures us that
ifwe take the intersection of all subgroups of G containing all a; for i e I, we will obtain
a subgroup H of G. This subgroup H is the smallest subgroup of G containing all the a,-
for i e I.

Let G be a group and let a,- e G for i e I. The smallest subgroup of G containing {a,- | i e
I} is the subgroup generated by {a,- |i e I}. If this subgroup is all of G, then {a.- | i e
I} generates G and the a.- are generators of G. If there is a finite set {a,- |i e I} that
generates G, then G is finitely generated. I

Note that this definition is consistent with our previous definition of a generator for
a cyclic group. Note also that the statement a is a generator of G may mean either that
G = (a) or that a is a member of a subset of G that generates G. The context in which
the statement is made should indicate which is intended. Our next theorem gives the
structural insight into the subgroup of G generated by {a,- | i e I} that we discussed for
two generators before Example 7.1.

H6 is a group and a,- e G for i e I 9E :15, then the subgroup H of G generated by {a.~ | i e
I} has as elements precisely those elements of G that are finite products of integral
powers of the at, where powers of a fixed a.- may occur several times in the product.

Let K denote the set of all finite products of integral powers of the a.. Then K g H.
We need only observe that K is a subgroup and then, since H is the smallest subgroup
containing a,- for i 6 I, we will be done. Observe that a product of elements in K is
again in K. Since (ch-)0 = e, we have e e K. For every element k in K, if we form from
the product giving k a new product with the order of the a,- reversed and the opposite
sign on all exponents, we have k‘l, which is thus in K. For example,

[(al)3(az)2(al)—7]‘1 =(a1)7(a2)‘2(a1)—3,
which is again in K. O
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Recall that the dihedral group D,l consists of permutations of Z,l that map edges to edges
in the regular n-gon P". In disjoint cycle notation, p = (0, 1, 2, 3, . . . ,n — l) and u. =
(1,71 — l)(2,n — 2)-- - (%, %) ifnis odd, and/1. = (l,n — l)(2,n — 2) - - - (%, "—f
if n is even. Since [1.2 = l and p" = i any product of integer powers of u. and p can be
rewritten to only have powers of 0 or 1 for u. and powers of 0, 1,2,3, . . . n — l for p.
Furthermore, the relation pa = ap"‘l allows us to move all the powers of u. to the left
and all the powers of p to the right, being careful to replace p with p"‘1 each time we
move an pastap. So inthe case ofn = 6,

108/19 = pzu = pups = upsps = #124-
Thus the subgroup of S1" generated by u. and p is the set

{142.122. . . ..p"".u.up.up2.. . . ,up"“}
which is the dihedral group. A

Cayley Digraphs
For each generating set S of a finite group G, there is a directed graph representing the
group in terms of the generators in S. The term directed graph is usually abbreviated as
digraph. These visual representations of groups were devised by Cayley, and are also
referred to as Cayley diagrams in the literature.

Intuitively, a digraph consists of a finite number ofpoints, called verticos of the di-
graph, and some art: (each with a direction denoted by an arrowhead) joining vertices.
In a digraph for a group G using a generating set S we have one vertex, represented by
a dot, for each element of G. Each generator in S is denoted by one type of arc. We
could use different colors for different are types in pencil and paperwork. Since differ-
ent colors are not available in our text, we use different style arcs, like solid, dashed,
and dotted, to denote different generators. Thus if S = {a, b, c} we might denote

aby—>—, bby———>———-, and cby --------> ------- .

t this notation, an occurrence of x o—>—o y in a Cayley digraph means that
xa = y. That is, traveling an arc in the direction of the arrow indicates that multiplication
of the group element at the start of the are on the right by the generator corresponding
to that type of arc yields the group element at the end of the arc. Of course, since
we are in a group, we know immediately that ya‘1 = x. Thus traveling an arc in the
direction opposite to the arrow corresponds to multiplication on the right by the inverse
of the corresponding generator. If a generator in S is its own inverse, it is customary to
denote this by omitting the arrowhead from the arc, rather than using a double arrow.
For example, if b2 = e, we might denote b by _________

Both of the digraphs shown in Fig. 7.10 represent the group Zg with generating set
S = {1}. Neither the length and shape of an arc nor the angle between arcs has any
significance. A

Both of the digraphs shown in Fig. 7.11 represent the group 26 with generating set S =
{2, 3}. Since 3 is its own inverse, there is no arrowhead on the dashed arcs representing 3.
Notice how different these Cayley diagrams look from those in Fig. 7.10 for the same
group. The difference is due to the different choice for the set of generators. A

Every digraph for a group must satisfy these four properties for the reasons
indicated.
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7.10 Figure 'IVNo digraphs for Z6 with S = {1} using —>1—.

GD A:
(a) (b

7.11 Figure Two digraphs for Z5 with S = {2, 3) using —>2—
and _________3

E a

\x I” \ \ b l”

baz
/’ \\ 1’ ba \\

I \ as I \ a2

(8) (b)

7.13 Figure

Property Reason
1. The digraph is connected, that is, Every equation gx = h has a solution

we can get from any vertex g to in a group.
any vertex h by traveling along
consecutive arcs, starting at g and
ending at h.

2. At most one arc goes from a vertex The solution ofgx = h is unique.
g to a vertex h.

3. Each vertex g has exactly one arc For g e G and each generator b we
of each type starting at g, and one can compute gb, and (gb‘1)b = g.
of each type ending at g.

4. If two different sequences of arc If gq = h and gr = h, then uq =
types starting from vertex g lead ug‘lh = ur.
to the same vertex h, then those
same sequences of arc types starting
from any vertex u will lead to
the same vertex v.
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It can be shown that, conversely, every digraph satisfying these four properties is a
Cayley digraph for some group. Due to the symmetry of such a digraph, we can choose
labels like a, b, c for the various are types, name any vertex e to represent the identity,
and name each other vertex by a product of arc labels and their inverses that we can
travel to attain that vertex starting from the one that we named e. Some finite groups
were first constructed (found) using digraphs.

7.14 Example A digraph satisfying the four properties given above is shown in Fig. 7.13 (a). To obtain
Fig. 7.13 (b), we selected the labels

—>—and ________,bll

named a vertex e, and then named the other vertices as shown. We have a group

{e, a, a2,a3,b, ba, ba2,ba3}
of eight elements. From the diagram we could compute any product. For example, to
compute bazba3 we start at the vertex labeled baz, follow a dotted edge, and then follow
three solid edges to arrive at a. Note that the way we labeled the vertices is not unique.
For example, the vertex labeled ba3 could have been labeled ab simply by going along a
different path starting at e. This says that ab = ba3. We also see that a4 = e and b2 = e.
We hope that this example is starting to look familiar. In fact, Figure 7.13 is a Cayley
digraph of the dihedral group D4. We simply relabel a with p and b with [1,! A

I EXERCISES 7

Computations

In Exercises 1 through 8, list the elements of the subgroup generated by the given subset.
l. The subset [2, 3} of 212 2. The subset {4, 6} of Z12
3. The subset [4,6] in 275 4. The subset {12, 30} of Z36
5. The subset [12, 42} of Z 6. The subset {18, 24, 39} of Z

7. The subset [11,, upz} in D3 8. The subset {p8, p10} in D13
9. Use the Cayley digraph in Figure 7.15 to compute these products. Note that the solid edges represent the

generator a and the dashed lines represent b.

a. (ba2)a3 b. (ba)(ba3) c. b(a2b)

e a

b c

h g

f d

7.15 Figure
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In Exercises 10 through 12, give the table for the group having the indicated digraph. In each digraph, take 2 as
identity element. List the identity e first in your table, and list the remaining elements alphabeu‘cally, so that your
answers will be easy to check.
10. The digraph in Fig. 7.16(a)
11. The digraph in Fig. 7.16(b)
12. The digraph in Fig. 7.16(c)

Z 11

e f—T a II \\
l

: : .’\ ‘c
I : /
I

b5—3 9 _ _ _
d f

(a) (b) (c)
7.16 Figure

Concepts
13. How can we tell from a Cayley digraph whether or not the corresponding group is commutative?
14. Using the condition found in Exercise 13, show that the group corresponding to the Cayley digraph in Figure

7.13 is not commutative.
15. Is it obvious from a Cayley digraph of a group whether or not the group is cyclic? [Hint: Look at Fig. 7.9(b).]
16. The large outside triangle in Fig. 7.11(b) exhibits the cyclic subgroup {0, 2, 4} of Z6. Does the smaller inside

triangle similarly exhibit a cyclic subgroup of Z5? Why or why not?
17. The generating set S = {1,2} for Z5 contains more generators than necessary, since 1 is a generator for the

group. Nevertheless, we can draw a Cayley digraph for Z5 with this generating set S. Draw such a Cayley
digraph.

18. Draw a Cayley digraph for 23 with generating set S = {2, 5}.
19. A relation on a set S of generators of a group G is an equation that equates some product of generators and

their inverses to the identity e of G. For example, if S = {a, b} and G is commutative so that ab = ba, then one
relation is aba‘lb_l = e. If, moreover, b is its own inverse, then another relation is b2 = e.

a. Explain how we can find some relations on S from a Cayley digraph of G.
b. Find three relations on the set S = {a, b} of generators for the group described by Fig. 7.l3(b).

20. Draw digraphs of the two possible structurally different groups of order 4, taking as small a generating set as
possible in each case. You need not label vertices.

Theory

21. Use Cayley digraphs to show that for n z 3, there exists a nonabelian group with 2n elements that is generated
by two elements of order 2.

22. Prove that there are at least three different abelian groups of order 8. [l-lint: Find a Cayley digraph for a group
of order 8 having one generator of order 4 and another of order 2. Find a second Cayley digraph for a group of
order 8 having three generators each with order 2.]
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GROUPS or PERMUTATIONS
Let ¢ 2 G —> G’ be a function mapping the group G to 6’. Recall that the homomor-
phism property of an isomorphism states that for all a, b e G, ¢(ab) = ¢(a)¢(b). When-
ever a function has this property whether or not the function is one-to-one or onto, we
say that d: is a group homomorphism. Of course any group isomorphism is a group
homomorphism, but the reverse is not necessarily true.

Let G and G’ be groups with {15 : G —> G’. The map :13 is a homomorphism if the
homomorphism property

(PM?) = ¢(a)¢(b)
holds for all a, b e G. I

Let 4: : R —> U (the circle group) be defined by the formula

¢(x) = cos(2mc) + i sin(2nx) = ez’w‘.

Then

¢(a + b) = cos(2n(a + b)) + isin(2n(a + b)) = emu”).
Using either the usual properties of the exponential function or the formulas from
trigonometry involving the sum of two angles, we see that

¢(a + b) = (cos(21'ra) + isin(211a))(cos(2nb) + isin(27rb)) = WWW,

¢(a + b) = ¢(a)¢(b).
which says that (It is a group homomorphism. Although 4) maps onto U, it is not one-to-
one, so (I: is not an isomorphism.

The identity 0 6 1R maps to 1, the identity in U. Furthermore, for any x 6 1R,

. 1¢(—x) = 62"“ = e27, = (¢(x))—‘.

:2»
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8.3 Example

8.4 Definition

8.5 Theorem

8.6 Definition

Structure of Groups

Recall that 11,. = {z e Clz" = 1}. 11:: ¢ : U28 —> U4 be given by ¢(z) = 7. To check
that d) is well defined, we see that if z e U23, then 7,28 = 1. Therefore, (Z7)4 = l, which
implies that z7 6 U4. We check that ¢ is a homomorphism.

¢(21zz) = (1122)7 = zizZ = ¢<z1)¢(zz).
As in the previous example, ¢ maps the identity in U23, in this case 1, to the identity 1
in U4. Furthermore,

¢(z") = z'7 = (z’)'1 = (¢(z))"- A
Let¢:X—> Yand suppose thatA 9X andB g Y. The set ¢[A] = {¢(a)|a EA} is
called the image ofA in Y under the mapping (:5. The set :15" [B] = {a e A | ¢(a) e B}
is called the inverse image of B under the mapping ¢. I

The four properties of a homomorphism given in the theorem that follows are obvious
in the case of an isomorphism since we think of an isomorphism as simply relabeling
the elements of a group. However, it is not obvious that these properties hold for all
homomorphisms whether or not they are one-to-one or onto maps. Consequently, we
give careful proofs of all four properties.

Let ()3 be a homomorphism of a group G into a group G’.

1. If e is the identity element in G, then ¢(e) is the identity element e’ in G’.
2. If a e G, then ¢(a") = ¢(a)‘1.
3. If H is a subgroup of G, then ¢[H] is a subgroup of G’.
4. If K’ is a subgroup of G’, then ¢‘1[K’] is a subgroup of G.

Loosely speaking, q) preserves the identity element, inverses, and subgroups.

Let ()5 be a homomorphism of G into G’. Then

(W) = ¢(ee) = ¢(e)¢(e)-
Multiplying on the left by ¢(e)‘1, we see that e’ = ¢(e). Thus ¢(e) must be the identity
element e’ in G’. The equation

e’ = ¢(e) = ¢(aa“) = ¢(a)¢(a“)
shows that ¢(a‘1) = ¢(a)‘1 for all a e G.

Turning to Statement (3), let H be a subgroup of G, and let ¢(a) and ¢(b) be any
two elements in ¢[H]. Then ¢(a)¢(b) = ¢(ab), so we see that ¢(a)¢(b) e ¢[H]; thus,
¢[H] is closed under the operation of G’. The fact that e’ = ¢(e) and ¢(a“) = (9(a)—l
completes the proof that ¢[H] is a subgroup of G’ .

Going the other way for Statement (4), let K’ be a subgroup of 0’. Suppose a
and b are in ¢‘1[K’]. Then ¢(a)¢(b) e K’ since K’ is a subgroup. The equation ¢(ab) =
¢(a)¢(b) shows that ab 6 ¢‘1[K’]. Thus ¢" [K’] is closed under the binary operation in
G. Also, K’ must contain the identity element 6 = ¢(e), so e e ¢"[K’]. Ifa e ¢‘1[K’],
then ¢(a) e K’, so (i)(a)‘1 e K’. But 115(a)‘1 = ¢(a‘1), so we must have a‘1 e ¢‘1[K’].
Hence ¢‘1[K’] is a subgroup of G. 0

Let ()5 : G —> G’ be a homomorphism and let e’ be the identity element of G’. Now
{e’} is a subgroup of 6’, so ¢‘1[{e’}] is a subgroup H of G by Statement (4) in Theorem
8.5. This subgroup is critical to the study of homomorphisms.

Let ()5 : G —> G’ be a homomorphism of groups. The subgroup ¢_1[{e’}] =
{x e G | ¢(x) = e’} is the kernel of <13, denoted by Ker(¢). I
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We will use the kernel of a homomorphism when we define the alternating group
later in this section.

Another extreme is to let H = G in Statement (3) of Theorem 8.5. In this case,
the theorem says that ¢[G] is a subgroup of G’. We use this in the proof of Cayley's
Theorem.

In Example 8.2, the homomorphism ¢ : 1R —) U is defined by ¢(x) = cos(27rx) +
isin(21rx) = elm-x. The kernel of (b is the set of integers since cos(2mr) + isin(27rx) = 1
if and only ifx is an integer.

Let n be a positive integer. Then (i) is a subgroup of IR and

1 m¢ [(;>] =¢[{; .. e 21]
= {cos(2nm/n + i sin(271m/n)) | m e Z}

= U". A

Let 4) : Z,l —> D,l be given by ¢(k) = ,0". We check that ¢ is a homomorphism. Let
a,be Z...Ifa+b < n,thena+,.b =a+b,so¢(a+,.b) =¢(a+b) = pa” =p"p”
= ¢(a)¢(b)- If a + b a n, then ¢(a +.. b) = ¢(a + b — n) = p“""‘" = 9"p”p"' =
Papb = ¢(a)¢(b). The image (”a is (P)- A

Cayley’s Theorem

Each of the groups we have seen so far is isomorphic to a subgroup of permutations on
some set. For example, Z" is isomorphic with the cyclic group ((1,2,3, . . . ,n)) 5 S".
The dihedral group D,l is defined to be the permutations in 51' with the property that
the line segment between vertices i and j is an edge in P", a regular n-gon, if and only
if the line segment between the images of i and j is also an edge. The infinite group
GL(n, R) can be thought of as invertible linear transformations of R". Each element of
GL(n, 1R) perrnutes the vectors in R", which makes GL(n, IR) isomorphic with a permu-
tation group on vectors in R". We refer to a subgroup of a permutation group as a group
of permutations. Cayley’s Theorem states that any group is isomorphic with a group
of permutations.

At first Cayley’s Theorem seems like a remarkable result that could be used to
understand all groups. In fact, this is a nice and intriguing classic result. Unfortunately,
approaching group theory by trying to determine all possible permutation groups is not
feasible. On the other hand, Cayley’s theorem does show the strength and generality of
permutation groups and it deserves a special place in group theory for that reason. For
example, if we wish to find a counterexample to a conjecture about groups, provided
that there is one, it will occur in a permutation group.

It may seem a mystery how we could start with an arbitrary group and come up with
a permutation group that is isomorphic with the given group. The key is to think about
the group table. Each row contains each element of the group exactly once. So each row
defines a permutation of the elements of the group by placing the table head as the top
row in the two-row representation of a permutation and placing the row corresponding
to an element a in the group as the bottom row. Table 8.9 is the group table for D3. Note
that the permutation obtained using the row up is

t p pzuupupz
upupzupzt p'
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8.10 Definition

8.1] Theorem

Proof

8.12 Example

Structure of Groups

8.9 Table

03 I t p p2 u up #122
t t p pz u up #122
p p p2 t upz u up
p2 92 t p up up2 u
u u up #92 t 9 pz
up up upz u pz 1 9
up2 #92 u up I) p2 I

All that remains to prove Cayley’s Theorem, at least when the group is finite, is to
check that the permutations obtained from the group table form a group isomorphism
with the original group. Let Ax be the permutation of the elements of G given by the
x row of the table for G. Then for any g e G, A,(g) is the entry in the x row and g
column of the group table. In other words, A,(g) = xg, which is perfectly valid in the
case of an infinite as well as a finite group. We formalize this connection between G and
permutations on G in Definition 8.10.

Let G be a group. The function g) : G —> So given by ¢(x) = AJr where A,(g) = xg for
all g e G is called the left regular representation of G. I

In order to be sure that A, is a permutation, it should be verified that A, is both one-to-one
and onto. We see that Ax is one-to-one since if A,(a) = A,(b), xa = xb and cancellation
gives a = b. Also, Ax maps onto G because for any b e G, A,(x‘1b)) = b. We are now
ready to prove Cayley’s Theorem.

(Cayley’s Theorem) Every group is isomorphic to a group of permutations.

Let G be a group. The left regular representation provides a map :1) : G —> So defined
by ¢(x) = A,. We must verify that ¢ is a group homomorphism and that ()3 is one-to-one.
Then ¢[G] is a subgroup of So by Theorem 8.5 and q) : G —> ¢[G] is an isomorphism.

We first show that ¢ is one-to-one. Suppose that a,b e G and ¢(a) = ¢(b). Then
the permutations A, and Ab are the same, so Aa(e) = Ab(e). 'Ihus ae = be and a = b. So
4: is one-to-one.

We now need to show that ¢ is a group homomorphism. Let a, b e G. Then ¢(ab) =
A0,, and ¢a¢b = AaAb. We must show that the two permutations Ad, and AA], are the
same. Let g e G.

Mug) = (ab)g = 11018) = A«(173) = 1110443)) = (M108)-
'lhus A0,, = AaAb, which implies that ¢(ab) = ¢(a)¢(b). So (13 is a one-to-one homomor-
phism, which completes the proof. O

The proof of Cayley’s 'lheorem shows that any group G is isomorphic with a subgroup
of So, but this is typically not the smallest symmetric group that has a subgroup isomor-
phic with G. For example, D,. is isomorphic with a subgroup of $1,, while the proof of
Cayley’s Theorem gives a subgroup of SD, and D,l has 2n elements while 2,, has only n
elements. On the surface, it may seem that Z; cannot be isomorphic with a subgroup of
S,. for n < 6, but (1, 2, 3)(4, 5) 6 S5 generates a subgroup isomorphic with Z6. A

We defined the left regular representation in Definition 8.10. We now define the right
regular representation. Instead of A, representing the row for x in the group table, we
use a, to represent the column with head x. Instead of using (I) for the flmction that sends
x to Ax, we use I, which sends x to (xx—1.
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I HISTORICAL NOTE

rthur Cayley (1821—1895) gave an abstract-
sounding definition of a group in a paper of

1854: “A set of symbols, 1,11, 19, - - - , all of them
different and such that the product of any two of
them (no matter in what order) or the product of
any one of them into itself, belongs to the set,
is said to be a group.” He then proceeded to de-
fine a group table and note that every line and
column of the table “will contain all the symbols
1,01, )9, . - . .” Cayley’s symbols, however, always
represented operations on sets; it does not seem
that he was aware of any other kind of group. He
noted, for instance, that the four matrix operations
1,0: = inversion, f3 = transposition, and y = all,
form, abstractly, the non-cyclic group of four ele-
ments. In any case, his definition went unnoticed
for a quarter of a century.

This paper of 1854 was one of about 300 writ-
ten during the 14 years Cayley was practicing law,

being unable to find a suitable teaching post. In
1863, he finally became a professor at Cambridge.
In 1878, he returned to the theory of groups by
publishing four papers, in one of which he stated
Theorem 8.11 of this text; his “proof" was simply
to notice from the group table that multiplication by
any group element permuted the group elements.
However, he wrote, “this does not in any wise show
that the best or the easiest mode of treating the gen-
eral problem [offinding all groups of a given order]
is thus to regard it as a problem of [permutations].
It seems clear that the better course is to consider
the general problem in itsel .”

The papers of 1878, unlike the earlier one,
found a receptive audience; in fact, they were an
important influence on Walther von Dyck’s 1882
axiomatic definition of an abstract group, the defi-
nition that led to the development of abstract group
theory.

8.13 Definition Let G be a group. The map 1 : G —> so given by r(x) = or: where a,(g) =
the right regular representation of G.

gx is called
I

We could have used the right regular representation to prove Cayley’s Theorem instead
of the left regular representation. Exercise 54 asks for the details of the proof.

Even and Odd Permutations

It seems reasonable that every reordering of the sequence 1, 2, . . . ,n can be achieved
by repeated interchange of positions of pairs of numbers. We discuss this a bit more
formally.

A cycle of length 2 is a transposition. I

Thus a transposition leaves all elements but two fixed, and maps each of these onto

(a1,a2.- - - ,an) = (a1,a..)(a1.a.._1)- - - (ar.as)(ar.a2)-
Therefore any cycle of length n can be written as a product of n — 1 transpositions.
Since any permutation of a finite set can be written as a product of cycles, we have the

Any permutation of a finite set containing at least two elements is a product of
transpositions. O

Naively, this theoremjust states that any rearrangement ofn objects can be achieved

8.14 Definition

the other. A computation shows that

following.

8.15 Theorem

by successively interchanging pairs of them.

8.16 Example Following the remarks prior to the theorem, we see that (1, 6) (2, 5, 3) is the product
(1, 6) (2, 3) (2, 5) of transpositions. A
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8.17 Example

8.18 Example

8.19 Theorem

Proof

Structure of Groups

In S,l for n 2 2, the identity permutation is the product (1, 2) (l, 2) of transpositions.
A

We have seen that every permutation of a finite set with at least two elements is a
product of transpositions. The transpositions may not be disjoint, and a representation
of the permutation in this way is not unique. For example, we can always insert at the
beginning the transposition (l, 2) twice, because (1, 2) (1, 2) is the identity permutation.
What is true is that the number of transpositions used to represent a given permutation
must either always be even or always be odd. This is an important fact. The proof
involves counting orbits and was suggested by David M. Bloom.

Leta 6 SA and a e A. We let the orbit ofa be the set {ak(a)|k e Z}. In the case
of a e S,,, a simple way to think of the orbit of a is to think of the elements in the cycle
containing a in the disjoint cycle representation of a'.

Leta = (l, 2, 6)(3, 5) 6 S5. Then the orbit of l is the set {1, 2, 6}, which is also the orbit
of 2 and the orbit of 6. The set {3, 5} is the orbit of 3 and the orbit of 5. What about the
orbit of 4? Recall that if we include l-cycles, a = (1, 2, 6)(3, 5)(4), which says the orbit
of 4 is {4}. A

No permutation in S,l can be expressed both as a product of an even number of transpo-
sitions and as a product of an odd number of transpositions.

Let a e S,l and let 1: = (i,j) be a transposition in S". We claim that the number of orbits
ofa and of to differ by 1.

Case I Suppose i andj are in different orbits of 0. Write a as a product of
disjoint cycles, the first of which containsj and the second of which
contains i, symbolized by the two circles in Fig. 8.20. We may write the
product of these two cycles symbolically as

(b,j, x, x, x)(a,i, x, x)

where the symbols x denote possible other elements in these orbits.

8.20 Figure

Computing the product of the first three cycles in to = (i,j)a, we obtain

(i.D(b.j. X. X. X)(a. 1‘. X. X) = (0.1. X. x, x,b. i. X. X).
The original 2 orbits have been joined to form just one in In as
symbolized in Fig. 8.20. Exercise 42 asks us to repeat the computation
to show that the same thing happens if either one or both of i andj
should be the only element of their orbit in a.

Case II Suppose i andj are in the same orbit of a. We can then write a as a
product of disjoint cycles with the first cycle of the form

(a,i, X, x, x,b,j, x, x)
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shown symbolically by the circle in Fig. 8.20. Computing the product of
the first two cycles in to = (i,j)0’, we obtain

(1313(t X. x, x,b,j, x, X) = ((1,1) x, X)(b,i, x, x, X).
The original single orbit has been split into two as symbolized in
Fig. 8.21.

We have shown that the number of orbits of to differs from the number of
orbits of a by 1. The identity permutation t has n orbits, because each element is
the only member of its orbit. Now the number of orbits of a given permutation
a e S,, differs from n by either an even or an odd number, but not both. Thus it is
impossible to write

a = 111213 - - -1.',,,l
where the n, are transpositions in two ways, once with m even and once with m
odd. 9

A permutation of a finite set is even or odd according to whether it can be expressed
as a product of an even number of transpositions or the product of an odd number of
transpositions, respectively. I

The identity permutation l in S,' is an even permutation since we have l = (1, 2)(l, 2). If
n = 1 so that we cannot form this product, we define t to be even. On the other hand,
the permutation (1, 4, 5, 6) (2, 1, 5) in S6 can be written as

(1.4.5.6)(2. 1.5) = (1.6)(1.5)(1.4)(2.5)(2, 1)
which has five transpositions, so this is an odd permutation. A

The Alternating Groups

We claim that for n 2 2, the number of even permutations in Sn is the same as the
number of odd permutations; that is, S,' is split equally and both numbers are (n!)/2.
To show this, let A" be the set of even permutations in S" and let B,l be the set of odd
permutations for n 2 2. We proceed to define a one-to—one function from A" onto B".
This is exactly what is needed to show thatA" and B,l have the same number ofelements.

Let 1.’ be any fixed transposition in S"; it exists since It 2 2. We may as well suppose
that t = (1, 2). We define a function

A, :A,I —> B"

by
HG) = m.

that is, a e A" is mapped into (1,2)a by 1,. Observe that since a is even, the per-
mutation (l, 2):! can be expressed as a product of a (1 + even number), or odd num-
ber, of transpositions, so (1,2)0 is indeed in B”. If for a and u in A. it is true that
K107) = 1:01). then

(1,2)6 = (1,2)/t.
and since S,, is a group, we have a = 11.. Thus A, is a one-to-one function. Finally,

1’ = (1,2) = 1:“,

so if p e B,” then

1‘19 e A...
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and

Mr-lp) = r(r“p) = n.
Thus A, maps onto B". Hence the number of elements in A, is the same as the number
in 3,. since there is a one-to-one correspondence between the elements of the sets.

Note that the product of two even permutations is again even. Also since n 2 2, S,,
has the transposition (l, 2) and l = (l, 2)(l, 2) is an even permutation. Finally, note that
if a is expressed as a product of transpositions, the product of the same transpositions
taken in just the opposite order is 0‘1. Thus if 0' is an even permutation, a" must
also be even. Referring to Theorem 5.12, we see that we have proved the following
statement.

8.24 Theorem If n 2 2, then the collection of all even permutations of {1,2, 3, - - - ,n} forms a sub-
group of order n!/2 of the symmetric group S...

We can define a function called the sign of a permutation, sgn : S,' —-> {1, —l} by
the formula

s (a)— lifaiseven
g“ — —1ifaisodd.

Thinking of {1, —l} as a group under multiplication, it is easy to see that sgn is a ho-
momorphism. Since 1 is the identity in the group {1, —1}, Ker(sgn) = sgn-'[{l}] is a
subgroup of S,' consisting of all the even permutations. The homomorphism sgn is used
in the standard way of defining the determinant of a square matrix. Exercise 52 asks you
to prove some of the standard facts about determinants using this definition.

8.25 Definition The subgroup of S,l consisting of the even permutations of n letters is the altematiug
group A,. on n letters. I

Both Sn and A" are very important groups. Cayley’s theorem shows that every finite
group G is structurally identical to some subgroup of S,l for n = |G|. It can be shown
that there are no formulas involving just radicals for solution of polynomial equations
of degree n for n z 5. This fact is actually due to the structure ofA,“ surprising as that
may seem!

I EXERCISES 8

Computations

In Exercises 1 through 10 determine whether the given map is a group homomorphism. [Hintz To verify that a map
is a homomorphism, you must check the homomorphism property. To check that a map is not a homomorphism
you could either find a and b such that ¢(ab) 9e ¢(a)¢(b), or else you could determine that any of the properties in
Theorem 8.5 fail]

I. Let ¢ : Z10 —> 22 be given by ¢(x) = the remainder when x is divided by 2.

2. Let (b : 29 —> 22 be given by ¢(x) = the remainder whenx is divided by 2.
3. Let¢ : Q‘ —> Q“ be given by ¢(x) = M.
4. Let¢ : R —> 1R+ begivenby¢(x) = 2".
5. Let¢ : D4 —> z4begivenby¢(p") = (1)0141") = iforO 5 i 5 3.
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6. Let F be the additive group of all functions mapping R to IR. Let ¢ : F —> F be given by ¢(f) = g where
80:) =f(X) + x.

7. LeteasinExerciseGand¢ : F—> Fbedefinedby¢(f) = 5f.
8. Let F be the additive group of all continuous functions mapping ]R to IR. Let (I: : F —> R be defined by ¢(g) =

1
f g(x) dx.

0
9. Let Mn be the additive group of n x n matrices with real entries. Let 4) : M,l —> ]R be given by ¢(A) = det(A),

the determinant ofA.
10. Let Mn be as in Exercise 9 and ¢ : Mn —> R be defined by ¢(A) = tr(A) where tr(A) is the trace ofA, which is

the sum of the entries on the diagonal.

In Exercises 11 through 16, compute the kernel for the given homomorphism 4a.

11. ¢:Z—> Zssuchthat¢(l) =6.
12. ¢:Z—> Zsuchthat¢(1)=12.
13. ¢:ZxZ—>tere¢(l,0)=3and¢(0,l)=—5.
14. 4::ZxZ—>tere¢(l,0)=6and¢(0,l)=9.
15. ¢ : Z x Z —> Z x tere ¢(1,0) = (2,5) and ¢(0, l) = (—3,2).
16. Let D be the additive group of all differentiable functions mapping ]R to IR and F the additive group of all

functions from R to JR. 4) : D —> F is given by ¢(f) =f’, the derivative off.

In Exercises 17 through 22, find all orbits of the given permutation.

1 2 3 4 5 6 1 2 3 4 5 6 7 8
17'(513624) 18’(56248317
19 12 3 4 5 6 7 8 20.6:Z—>terea(n)=n+l

' 2 3 5 l 4 6 8 7

21.0:Z—>terea(n)=n+2 22.0:Z—)tereo'(n)=n—3

In Exercises 23 through 25, express the permutation of {1, 2, 3, 4, 5, 6, 7, 8} as a product of disjoint cycles, and
then as a product of transpositions.

12345678 12345578
B'(82637451) 24'(36413257

12345678
75°(53284761)

26. Figure 8.26 shows a Cayley digraph for the alternating group A4 using the generating set S = {(1,2, 3),
(1,2)(3, 4)}. Continue labeling the other nine vertices with the elements of A4, expressed as a product of
disjoint cycles.

Concepts

In Exercises 27 through 29, correct the definition of the italicized term without reference to the text, if correction
is needed, so that it is in a form acceptable for publication.

27. For a permutation a of a set A, an orbit of a is a nonempty minimal subset of A that is mapped onto itself
by a.

28. The left regular representation of a group G is the map of G into so whose value at g e G is the permutation
of G that carries each x e G into gx.

29. The alternating group is the group of all even permutations.



30.

31.

32.

Part II Structure of Groups

(1, 2X3. 4)

Before the proof of Cayley’s Theorem, it is shown that A, is one-to—one. In the proof, one-to-one is shown
again. Is it necessary to show one-to—one twice? Explain.
Determine whether each of the following is true or false.

a. Every permutation is a cycle.
I). Every cycle is a permutation.
c. The definition of even and odd permutations could have been given equally well before Theorem 8.19.
cl. Every nontrivial subgroup H of 59 containing some odd permutation contains a transposition.
e. A5 has 120 elements.

f. S,' is not cyclic for any n 2 l.
g. A3 is a commutative group.
1]. S7 is isomorphic to the subgroup of all those elements of 53 that leave the number 8 fixed.
i. S7 is isomorphic to the subgroup of all those elements of 53 that leave the number 5 fixed.
j. The odd permutations in S3 form a subgroup of 53.
k. Every group G is isomorphic with a subgroup of So.

The dihedral group is defined to be permutations with certain properties. Use the usual notation involving [L
and p for elements in D".

a. Identify which elements in D3 are even. Do the even elements form a cyclic group?
1). Identify which of elements of D4 are even. Do the even elements form a cyclic group?
c. For which values of n do the even permutations of D,l form a cyclic group?

Proof Synopsis

33.
34.

Give a two—sentence synopsis of the proof of Cayley’s Theorem.
Give a two—sentence synopsis of the proof of Theorem 8.19.

Theory

35.
36.
37.

Suppose that 4) : G —> G’ is a group homomorphism and a e Ker¢. Show that for any 3 e G, 3113—1 e Ker¢.
Prove that a homomorphism 4; : G —> G’ is one-to—one if and only if Ker(¢) is the trivial subgroup of G.
Let 4: : G —> G’ be a group homomorphism. Show that ¢(a) = ¢(b) if and only if a_'b e Ker¢.

38. Use Exercise 37 to prove that if q} : G —> G’ is a group homomorphism mapping onto 6’ and G is a finite
group, then for any b, c e G’, M:—1 [{b}]| = |¢_1[{c}]|. Conclude that if |G| is a prime number, then either ¢ is
an isomorphism or else G’ is the trivial group.
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39. Show that if 4; : G —> G’ and y : G’ —> G” are group homomorphism, then y 0 ¢ : G —> G” is also a group
homomorphism.

40. Let 4: : G —> G’ be a group homomorphism. Show that ¢[G] is abelian if and only ifex‘ly‘l e Ker(¢) for
all x, y e G.

41. Prove the following about 5,, if n 2 3.

a. Every permutation in S,. can be written as a product of at most n — l transpositions.
I). Every permutation in S,l that is not a cycle can be written as a product of at most n — 2 transpositions.
c. Every odd permutation in 5,, can be written as a product of 2n + 3 transposifions, and every even permuta-

tion as a product of 2n + 8 transpositions.
42. a. Draw a figure like Fig. 8.20 to illustrate that if i and j are in different orbits of a and 0(1) = i, then the

number of orbits of (i,j)a is one less than the number of orbits of a.
I). Repeat part (a) if a(]’) = j also.

43. Show that for every subgroup H of S, for n z 2, either all the permutations in H are even or exactly half of
them are even.

44. Leta be a permutation of a set A. We shall say “0 moves a e A” if a(a) ;é a. HA is a finite set, how many
elements are moved by a cycle or 6 SA of length n?

45. Let A be an infinite set. Let H be the set of all a 6 SA such that the number of elements moved by a (see
Exercise 44) is finite. Show that H is a subgroup of SA.

46. Let A be an infinite set. Let K be the set of all a e SA that move (see Exercise 44) at most 50 elements ofA. Is
K a subgroup of SA? Why?

47. Consider Sn for a fixed n z 2 and let a' be a fixed odd permutation. Show that every odd permutation in S,' is
a product of 0' and some permutation in A".

48. Show that if 0' is a cycle of odd length, then 02 is a cycle.
49. Following the line of thought opened by Exercise 48, complete the following with a condition involving n and

r so that the resulting statement is a theorem:

If a is a cycle of length n, then a’ is also a cycle if and only if. . .

50. Show that S,. is generated by {(1, 2), (l, 2, 3, - - - ,n)}. [Hint Show that as r varies, (1, 2,3, - - - ,n)’(l,2)
(1,2,3, - - ~ ,n)"" gives all the transpositions (1,2), (2, 3), (3, 4), - - - ,(n — l,n), (n, 1). Then show that any
transposition is a product of some of these transpositions and use Theorem 8.15.]

51. Let 0' 6 Sn and define arelation on {l,2,3, . . . ,n} byi ~jifand only ifj = a"(i) for some k e Z.

1. Prove that ~ is an equivalence relation.
2. Prove that for any 1 s i S n, the equivalence class of i is the orbit of i.

52 The usual definition for the determinant of an n x n matrix A = ((1,-J) is

det(A) = Z Sgn(¢7)al.a(1)a2,a(2)a3,a(3) ' - -an,a(n)
a 65,.

where sgn(a) is the sign of 0. Using this definition, prove the following properties of determinants.

a. If a row of matrix A has all zero entries, then det(A) = 0.
b. If two different rows ofA are switched to obtain B, then det(B) = — det(A).
c. If r times one row ofA is added to another row ofA to obtain a matrix B, then det(A) = det(B)
d. Ifa row ofA is multiplied by r to obtain the matrix B, then det(B) = rdet(A).

53. Prove that any finite group G is isomorphic with a subgroup of GL(n, R) for some n. [Hintz For each or e S...
find a matrix in GL(n, R) that sends each basis vector e; to egg). Use this to show that S,l is isomorphic with a
subgroup of GL(n, R).]

54. Prove Cayley’s Theorem using the right regular representation rather than the left regular representation.
55. Leta e S,,. An inversion is a pair (i, j) such that i < j and 0(1) > 00'). Prove Theorem 8.19 by showing that

multiplying a permutation by a transposition changes the number of inversions by an odd number.
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56. The sixteen puzzle consists of 15 tiles numbered 1 through 15 arranged in a four-by-four grid with one
position left blank. A move is sliding a tile adjacent to the blank position into the blank position. The goal is to
arrange the numbers in order by a sequence of moves. Is it possible to start with the configuration pictured in
Figure 8.27(a) and solve the puzzle as indicated in Figure 8.27(b)? Prove your answer by finding a sequence
of moves to solve the puzzle or by proving that it is impossible to solve.

9.1 Definition

l 2 3 1 2 3 4
5 7 8 5 7 8
9 10 11 12 9 10 11 12

13 15 14 13 14 15
a b.

8.27 Figure

FINITELY GENERATED ABELIAN GROUPS
Direct Products

Let us take a moment to review our present stockpile of groups. Starting with finite
groups, we have the cyclic group Z", the symmetric group S", and the alternating group
A,l for each positive integer n. We also have the dihedral groups D,l and the Klein
4-group V. Of course we know that subgroups of these groups exist. Tuming to infi-
nite groups, we have groups consisting of sets of numbers under the usual addition or
multiplication, as, for example, Z, R, and C under addition, and their nonzero elements
under multiplication. We have the group U of complex numbers of magnitude 1 under
multiplication, which is isomorphic to each of the groups RC under addition modulo c,
where c 6 HF. We also have the group SA of all permutations of an infinite setA, as well
as various groups formed from matrices such as GL(n, 1R).

One purpose of this section is to show a way to use known groups as building
blocks to form more groups. The Klein 4-group will be recovered in this way from the
cyclic groups. Employing this procedure with the cyclic groups gives us a large class
of abelian groups that can be shown to include all possible structure types for a finite
abelian group. We start by generalizing Definition 0.4.

The Cartesian product of sets Bl,Bz,--- ,l'l',l is the set of all ordered n-tuples
(b1,b2,--- ,b,.), where b.- e B,- for i = 1,2, - -- ,n. The Cartesian product is denoted
by either

lBzx-a,l

orby

1:13,. .
We could also define the Cartesian product of an infinite number of sets, but the

definition is considerably more sophisticated and we shall not need it.
Now let 01,02, - - - , G,' be groups, and let us use multiplicative notation for all

the group operations. Regarding the G,- as sets, we can form “L1 6;. Let us show that
we can make “L1 G.- into a group by means of a binary operation of multiplication by
components. Note again that we are being sloppy when we use the same notation for a
group as for the set of elements of the group.
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9.4 Example
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Let GI,G2,--- ,G,l be groups. For (a1,a2,--- ,a,,) and (b1,b2,--- ,bn) in ”2:10;,
define (a1,a2,- - - ,an)(b1,b2, - - - ,bn) to be the element (a1b1,a2b2,- - - ,anbn). Then
”i=1 G,- is a group, the direct product of the groups 6., under this binary operation.

Note that since a,- e G,-, b,- e G,-, and G,- is a group, we have aibi e G.-. Thus the definition
of the binary operation on 11;; G,- given in the statement of the theorem makes sense;
that is, 11;] G,- is closed under the binary operation.

The associative law in HE; G,- is thrown back onto the associative law in each
component as follows:

(uhazwn ,an)[(b1,b23"' ,bn)(€1,€2,-“ .00]
= (111.112, - -- .an)(b1CI,b202,- -- ,bncn)
= (0107161), a2(b202), - - - ,an(bncn))
= ((a1b1)cl. (azbz)62, - - - ,(anbn)cn)
=(alb1.azb2.--- ,anbn)(cl.c‘2,- -- ,cn)
= [(a1,a2, - -- .an)(b1,b2. - -- .bn)](C1,C2.-~ ,0.)-

If e,~ is the identity element in G,-, then clearly, with multiplication by components,
(e1,e2,--- ,e,.) is an identity in “i=1 0,. Finally, an inverse of (al,a2,--- ,n,.) is
(afl,az_', - -- ,a;'); compute the product by components. Hence “2;, G.- is a group.

O

In the event that the operation of each G,- is commutative, we sometimes use addi-
tive notation in “i=1 6, and refer to “i=1 G.- as the direct sum of the groups G. The
notation 69;; G, is sometimes used in this case in place of [17:1 6,, especially with
abelian groups with operation +. The direct sum of abelian groups G] , G2, - . - , G,l may
be written 61 69 G2 69 - - - e G". We leave to Exercise 46 the proof that a direct product
of abelian groups is again abelian.

It is quickly seen that if Bi has r,- elements for i: l,- - - ,n, then ”7:131’ has
r1r2 - - - r,. elements, for in an n-tuple, there are r1 choices for the first component from
Bl, and for each of these there are r2 choices for the next component from B2, and so on.

Consider the group Z2 x Z3, which has 2 - 3 = 6 elements, namely (0, 0), (0, l), (0, 2),
(l, 0), (1, 1), and (1, 2). We claim that Z2 x Z3 is cyclic. It is only necessary to find a
generator. Let us try (1, 1). Here the operations in Z2 and Z3 are written additively, so
we do the same in the direct product Z2 x Z3.

(1,1) = (1,1)
2(1, 1) = (1, 1) + (1, l) = (0,2)
3(1, 1) = (1, 1) + (1, l) + (l, 1) = (1,0)
4(1, 1) = 3(1, 1) + (1, 1) = (1,0) + (1, 1) = (0, 1)
5(1, 1) = 4(1, 1) + (1, 1) = (0, 1) + (1, 1) = (1,2)
6(1, 1) = 5(1, 1) + (1, 1) = (1,2) + (1, 1) = (0,0)

Thus (1, l) generates all of Z2 x Z3. Since there is, up to isomorphism, only one cyclic
group structure of a given order, we see that Z2 x Z3 is isomorphic to Z6. A

Consider Z3 X Z3. This is a group ofnine elements. We claim that Z3 x Z3 is not cyclic.
Since the addition is by components, and since in Z3 every element added to itself three
times gives the identity, the same is true in Z3 x Z3. Thus no element can generate the
group, for a generator added to itself successively could only give the identity after nine
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summands. We have found another group structure oforder 9. A similar argument shows
that Z2 x Z2 is not cyclic. Thus Z2 x Z2 must be isomorphic to the Klein 4—group. A

The preceding examples illustrate the following theorem:

The group Z... x Z.l is cyclic and is isomorphic to Z"... if and only if m and n are rela-
tively prime, that is, the gcd of m and n is 1.

Consider the cyclic subgroup of Z... x Z,. generated by (l, l) as described by Theorem
5.19. As our previous work has shown, the order of this cyclic subgroup is the smallest
power of (l, 1) that gives the identity (0, 0). Here taking a power of (l, 1) in our additive
notation will involve adding (1, l) to itself repeatedly. Under addition by components,
the first component 1 e Z... yields 0 only after m summands, 2m summands, and so on,
and the second component 1 e Z.l yields 0 only after 71 summands, 2n summands, and
so on. For them to yield 0 simultaneously, the number of summands must be a multiple
of both m and n. The smallest number that is a multiple of both In and n will be mn
if and only if the gcd of m and n is l; in this case, (1, l) generates a cyclic subgroup of
order mn, which is the order of the whole group. This shows that Z... x Z,. is cyclic of
order run, and hence isomorphic to Zn... if m and n are relatively prime.

For the converse, suppose that the gcd of m and n is d > 1. Then mn/d is divisible
by both In and n. Consequently, for any (r, s) in Z... x Z", we have

(r,s) + (r,s) + - - - +(r,s) = (0,0).
mn/d surnmands

Hence no element (r, s) in Z... x Z.l can generate the entire group, so Z... x Z.. is
not cyclic and therefore not isomorphic to Z“... O

This theorem can be extended to a product of more than two factors by similar
arguments. We state this as a corollary without going through the details of the proof.

The group “i=1 Z"... is cyclic and isomorphic to Emmy..." if and only if the numbers m.
fori= l,- - - ,n are such thatthe gcdofany twoofthemis 1.

The preceding corollary shows that if n is written as a product of powers of distinct
prime numbers, as in

n = (P1)"'(pz)"’ ---(pr)"’.
then Z.l is isomorphic to

Zwlyll x Z022)“ x - - - x Z(p,y-r.
In particular, Z72 is isomorphic to Z; x Z9. A

We remark that changing the order of the factors in a direct product yields a group
isomorphic to the original one. The names of elements have simply been changed via a
permutation of the components in the n-tuples.

Exercise 57 of Section 6 asked you to define the least common multiple of two
positive integers r and s as a generator of a certain cyc group. It is straightforward to
prove that the subset of Z consisting of all integers that are multiples of both r and s is
a subgroup of Z, and hence is a cyclic group. Likewise, the set of all common multiples
of n positive integers r1, r2, - - - , r,. is a subgroup of Z, and hence is cyclic.

Let r1, r2,- - - , r.| be positive integers. Their least common multiple (abbreviated 1cm)
is the positive generator of the cyclic group of all common multiples of the r.-, that is,
the cyclic group of all integers divisible by each r,- for i = 1, 2, - - - , n. I
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From Definition 9.8 and our work on cyclic groups, we see that the lcm of
rl,r2,-- - ,r,l is the smallest positive integer that is a multiple of each r,~ for i =
1, 2, ~ - - , n, hence the name least common multiple.

Let (a1,a2,- -- ,an) 6 ”L101“ If a,- is of finite order r,- in 6;, then the order of
(a1, a2, - - - , an) in “L1 G,- is equal to the least common multiple of all the n.

This follows by a repetition of the argument used in the proof of Theorem 9.5. For a
power of (a1,a2, - - - ,an) to give (e1,e2, . - . ,e"), the power must simultaneously be a
multiple of r1 so that this power of the first component a; will yield e], a multiple of r2,
so that this power of the second component a; will yield e2, and so on. 9

Find the order of (8, 4, 10) in the group Z12 x Z50 x Z24.

Since the gcd of 8 and 12 is 4, we see that 8 is of order 14—2 =3 in Z12. (See
Theorem 6.15.) Similarly, we find that 4 is of order 15 in 260 and 10 is of order
12 in Z24. The 1cm of 3, 15, and 12 is 3-5 - 4 = 60, so (8, 4, 10) is of order 60 in the
group Z12 X Z50 x Z24. A

The group Z x Z2 is generated by the elements (1, 0) and (0, 1). More generally, the
direct product of n cyclic groups, each of which is either Z or Z". for some positive
integer m, is generated by the n n-tuples

(1,0,0,---,0), (0,1,0,---,0), (0,0,1,---,0), (0,0,0,---,l).

Such a direct product might also be generated by fewer elements. For example, Z3 X
Z4 x Z35 is generated by the single element (1, 1, l). A

Note that if “i=1 G,- is the direct product of groups G,-, then the subset

6i = {(91.82.‘ - ‘ .ei—1,ai.ei+1, ' ‘ ' .en)|ai 6 Gt},

that is, the set of all n-tuples with the identity elements in all places but the ith, is a
subgroup of [IL] 6,. It is also clear that this subgroup G,- is naturally isomorphic to 6;;
just rename

(€1.82. - .. ,ei—1.aia€i+1.- -- ,en) by ai-

The group G.- is mirrored in the ith component of the elements of G, and the e,- in
the other components just ride along. We consider L1G; to be the internal direct
product of these subgroups 6;. The direct product given by Theorem 9.2 is called the
external directproduct of the groups G;. The terms internal and external, as applied to a
direct product of groups, just reflect whether or not (respectively) we are regarding the
component groups as subgroups of the product group. We shall usually omit the words
external and internal and just say direct product. Which term we mean will be clear
from the context.

The Structure of Finitely Generated Abelian Groups

Some theorems of abstract algebra are easy to understand and use, although their proofs
may be quite technical and time-consuming to present. This is one section in the text
where we explain the meaning and significance of a theorem but omit its proof. The
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I HISTORICAL NOTE

n his Disquisitiones Arithmeticae, Carl Gauss
demonstrated various results in what is today the

theory of abelian groups in the context of num-
ber theory. Not only did he deal extensively with
equivalence classes of quadratic forms, but he also
considered residue classes modulo a given integer.
Although he noted that results in these two areas
were similar, he did not attempt to develop an ab-
stract theory of abelian groups.

In the 1840s, Ernst Kummer in dealing with
ideal complex numbers noted that his results were
in many respects analogous to those of Gauss.
(See the Historical Note in Section 30.) But it
was Kummer’s student Leopold Kronecker (see the
Historical Note in Section 39) who finally realized
that an abstract theory could be developed out of

the analogies. As he wrote in 1870, “these princi-
ples [from the work of Gauss and Kummer] be-
long to a more general, abstract realm of ideas.
It is therefore appropriate to free their develop-
ment from all unimportant restrictions, so that one
can spare oneself from the necessity of repeat-
ing the same argument in different cases. This
advantage already appears in the development it-
self, and the presentation gains in simplicity, if
it is given in the most general admissible man-
ner, since the most important features stand out
with clarity.” Kronecker then proceeded to de-
velop the basic principles of the theory of finite
abelian groups and was able to state and prove
a version of Theorem 9.12 restricted to finite
groups.

meaning of any theorem whose proof we omit is well within our understanding, and
we feel we should be acquainted with it. It would be impossible for us to meet some of
these fascinating facts in a one-semester course if we were to insist on wading through
complete proofs of all theorems. The theorem that we now state gives us complete
structural information about many abelian groups, in particular, about all finite abelian

where the p; are primes, not necessarily distinct, and the r,- are positive integers.
The direct product is unique except for possible rearrangement of the factors; that is,
the number (Betti number of G) of factors Z is unique and the prime powers (pm are

(Primary Factor Version of the Fundamental Theorem of Finitely Generated
Abelian Groups) Every finitely generated abelian group G is isomorphic to a direct

Find all abelian groups, up to isomorphism, of order 360. The phrase up to isomorphism
signifies that any abelian group of order 360 should be structurally identical (isomor-

groups.

9.12 Theorem

product of cyclic groups in the form

2W. XZMy: x---XZ(pm xZXZx---XZ,

unique.

Proof The proof is omitted here.

9.13 Example

phic) to one of the groups of order 360 exhibited.

Solution We make use of Theorem 9.12. Since our groups are to be of the finite order 360, no
factors Z will appear in the direct product shown in the statement of the theorem.

First we express 360 as a product ofprime powers 23325. Then using Theorem 9.12,
we get as possibilities

1. Z2X22XZ2XZ3XZ3X25

2. ZzXZzXZzXZgXZs
3. ZzXZ4XZ;XZ3XZs



9.14 Theorem

9.15 Example

9.16 Table
8 4 2 2
9 3 1 1
7 1 1 1

9.17 Definition

9.18 Theorem

Proof
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4. Z2XZ4XZ9XZ5
5. Z3XZ3XZ3XZ5

6. ZaXZgXZs

Thus there are six different abelian groups (up to isomorphism) of order 360. A
There is another version of the Fundamental Theorem of Finitely Generated Abelian
Groups. Each version can be proven from the other, so technically, if one version is
used to prove something, the other version could also be used. However, it is sometimes
more convenient to use one version rather than the other for a particular problem.

(Invariant Factor Version of the Flmdamental Theorem of Finitely Generated
Abelian Groups) Every finitely generated abelian group is isomorphic to a direct
product of cyclic groups of the form

Z,,IIXZ,12XZ,,,3 x---dk xZXZx---XZ,

where each of the di 2 2 is an integer and d,- divides d,-.H for 1 S i 5 k — 1. Furthermore,
the representation is unique. 0

The Betti number of a group is the number of factors of Z in both Theorem 9.12
and 9.14. The numbers d,- are called the invariant factors or the torsion coefficients.
Theorem 9.12 implies Theorem 9.14 and the other way around. Here we show with an
example how to start with a finite group that is in the form specified in Theorem 9.12
and find its representation in the form of Theorem 9.14.

Let us find the invariant factor form of the abelian group G = Z2 X Z2 X Z, X Z8 X
Z3 x Z9 x Z7, which is in primary factor form. We make a table, one row for each
prime number involved in G: 2, 3, and 7. We list the powers ofeach prime in the primary
factor form starting with the highest power to the lowest power, filling the ends of the
short rows with l = p0. Table 9.16 is the table for G. The group G is the direct product
of cyclic groups of the orders listed in the table. The products of the entries in the
columns give the invariant factors. For G, the invariant factors are d4 = 8 - 9 . 7 = 504,
d3=4-3-l=12,d2=2-1-1=2,andd1=2-1-1=2.Theconstructionofthe
table insures that d1 divides d2, d2 divides d3, d3 divides d4, and G is isomorphic with
ZdIdzXZd3XZ¢=22XZ2XZ12XZ50+ A

Example 9.15 shows how to create a table from a finitely generated abelian group that is
in primary factor form. From the table we can find the invariant form of the group. This
process can easily be reversed by factoring the invariants to find the primary factors.

Applications

Because of Theorems 9.12 and 9.14, there is a plethora of theorems regarding finitely
generated abelian groups that are fairly easily proven. We present a few examples.

A group G is decomposable if it is isomorphic to a direct product of two proper non-
trivial subgroups. Otherwise G is indecomposable. I

The finite indecomposable abelian groups are exactly the cyclic groups with order a
power of a prime.

Let G be a finite indecomposable abelian group. Then by Theorem 9.12, G is isomorphic
to a direct product of cyclic groups of prime power order. Since G is indecomposable,
this direct product must consist of just one cyclic group whose order is a power of a
prime number.
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Conversely, let p be a prime. Then Zpr is indecomposable, for if Zpr were isomor-
phic to Zpi x L], where i+j = r, then every element would have an order at most
mXGJ) < pr. 9

9.19 Theorem If m divides the order of a finite abelian group G, then G has a subgroup of order m.

Proof By Theorem 9.12, we can think of G as being

Zoo" X Zoom X X Zoom
where not all primes p,- need be distinct. Since (pm (my! . . . (M1)“ is the order of G,
then m must be of the form (p1 )"(pzr2 - . - (1105—, where 0 5 s.- 5 r,-. By Theorem 6.15,
(pan—3" generates a cyclic subgroup of ZW. of order equal to the quotient of (1);)" by
the gcd of 01,-)" and (pi)"'"". But the gcd of (pi)"' and (pi)""" is (p;)"“'. Thus (p.~)"“i
generates a cyclic subgroup of Z@,)r.~ of order

[(Pi)n]/[(Pi)n_si] = (1%)"-
Recalling that ((1) denotes the cyclic subgroup generated by a, we see that

((p1)"‘") X (Own—’2) X X ((p..)"'"")
is the required subgroup of order m. 9

9.20 Theorem Ifm is a square-free integer, that is, m is not divisible by the square of any integer n 2 2
then every abelian group of order m is cyclic.

Proof Let G be a finite abelian group of square-free order m. Then by Theorem 9.14, G is
isomorphic to

Z4, XZd2 X X d

whereeachdi Z 2divides di+1 for 1 5 i 5 k—1.TheorderofGism =d1-d2-ndk.
If k 2 2, then d? divides m, which is a contradiction. Thus k = l and G is cyclic. O

I EXERCISES 9

Computations

1. List the elements of Z; x Z4. Find the order of each of the elements. Is this group cyclic?
2. Repeat Exercise 1 for the group Z3 x Z4.

In Exercises 3 through 7, find the order of the given element of the direct product.
3. (2’ 6) in Z4 X zl2 4. (3,4) in Z21 X Z12 5. (40, 12) in Z45 X Z18

6. (3, 10,9) inZ4 X Z12 X 215 7. (3, 6,12,16)in Z4 X Z12 X 220 X 2'44

8. What is the largest order among the orders of all the cyclic subgroups of Z5 x 23? ofZ]; x Z5?
9. Find all proper nontrivial subgroups of Z; x Z2.

10. Find all proper nontrivial subgroups of Z; x 22 x 22.
11. Find all subgroups of Z; x Z4 of order 4.

12. Find all subgroups of Z; x Z; x Z4 that are isomorphic to the Klein 4-group.
l3. Disregarding the order of the factors, write direct products of two or more groups of the form Z,l so that the

resulting product is isomorphic to Zso in as many ways as possible.
14. Fill in the blanks.

a. The cyclic subgroup of Z24 generated by 18 has order_.
b. 23 x Z4 is oforder_.
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c. The element (4, 2) of Z12 x Z8 has order_.
(I. The Klein 4-group is isomorphic to Z_ x Z_.
e. 22 x Z x Z4 has—elements of finite order.

15. Find the maximum possible order for some element of Z4 x Z6.
16. Are the groups Z2 x Z12 and Z4 x Z6 isomorphic? Why or why not?
17. Find the maximum possible order for some element of Z8 x 2% x Z24.
18. Are the groups Z3 x Z10 x Z24 and Z4 x Z]; x Z40 isomorphic? Why or why not?

19. Find the maximum possible order for some element of Z4 x Z13 x Z15.

20. Are the groups Z4 x Z13 x Z5 and Z3 x Z36 >< Z10 isomorphic? Why or why not?

In Exercises 21 through 25, proceed as in Example 9.13 to find all abelian groups, up to isomorphism, of the
given order. For each group, find the invariant factors and find an isomorphic group of the form indicated in
Theorem 9.14.

21. Order8 22. Order 16 23. Order 32

24. Order 720 25. Order 1089

26. How many abelian groups (up to isomorphism) are there of order 24? of order 25? of order (24)(25)?

27. Following the idea suggested in Exercise 26, let m and n be relatively prime posifive integers. Show that if
there are (up to isomorphism) r abelian groups of order m and s of order n, then there are (up to isomorphism)
rs abelian groups of order mn.

28. Use Exercise 27 to determine the number of abelian groups (up to isomorphism) of order (10)5 .
29, a. Letp be a prime number. Fill in the second row of the table to give the number ofabelian groups oforderp",

up to isomorphism.

number ofgIOUPS I I I I I I I I

I). Let p, q, and r be distinct prime numbers. Use the table you created to find the number of abelian groups,
up to isomorphism, of the given order.

i- p3q‘r7 ii. (qr)7 iii. q5r443
30. Indicate schematically a Cayley digraph for Z", x Zn for the generating set S = {(1, 0), (0, 1)}.
31 Consider Cayley digraphs with two am types, a solid one with an arrow and a dashed one with no arrow, and

consisting of two regular n-gons, for n 3 3, with solid arc sides, one inside the other, with dashed arcs joining
the vertices of the outer n-gon to the inner one. Figure 7.11(b) shows such a Cayley digraph with n = 3,
and Figure 7.13(b) shows one with n = 4. The arrows on the outer n-gon may have the same (clockwise or
counterclockwise) direction as those on the inner n-gon, or they may have the opposite direction. Let G be a
group with such a Cayley digraph.

8. Under what circumstances will G be abelian?
b. If G is abelian, to what familiar group is it isomorphic?
c. If G is abelian, under what circumstances is it cyclic?
d. If G is not abelian, to what group we have discussed is it isomorphic?

Concepts

32. Determine whether each of the following is true or false.

a. If G and G: are any groups, then 61 x 62 is always isomorphic to 62 x G1.
b. Computation in an external direct product ofgroups is easy if you know how to compute in each component

11 .
c. 3:)q of finite order must be used to form an external direct product.
d. A group of prime order could not be the internal direct product of two proper nontrivial subgroups.
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e. Z; x Z4 is isomorphic to Z3.
t. Z; x Z4 is isomorphic to 53.
g, Z3 x Z8 is isomorphic to S4.

h. Every element in Z4 x Z; has order 8.
i. The order of Zn x Z5 is 60.
j. Z". x Z. has mu elements whether m and n are relatively prime or not.

33. Give an example illustrating that not every nontrivial abelian group is the internal direct product of two proper
nontrivial subgroups.

34. a. How many subgroups of Z5 x Z5 are isomorphic to Z5 x Z6?
1). How many subgroups of Z x Z are isomorphic to Z x Z?

35. Give an example of a nontrivial group that is not of prime order and is not the internal direct product of two
nontrivial subgroups.

36. Determine whether each of the follovn'ng is true or false.

a. Every abelian group of prime order is cyclic.
I). Every abelian group of prime power order is cyclic.
c. 2; is generated by {4, 6}.
(I. Z; is generated by {4, 5, 6}.

e. All finite abelian groups are classified up to isomorphism by Theorem 9.12.
f. Any two finitely generated abelian groups with the same Betti number are isomorphic.
g. Every abelian group of order divisible by 5 contains a cyclic subgroup of order 5.
1]. Every abelian group of order divisible by 4 contains a cyclic subgroup of order 4.
i. Every abelian group of order divisible by 6 contains a cyclic subgroup of order 6.
j. Every finite abelian group has a Betti number of 0.

37. Letp and q be distinct prime numbers. How does the number (up to isomorphism) ofabelian groups oforderp’
compare with the number (up to isomorphism) of abelian groups of order q’?

38. Let G be an abelian group of order 72.

a. Can you say how many subgroups of order 8 G has? Why, or why not?
b. Can you say how many subgroups of order 4 G has? Why, or why not?

39. Let G be an abelian group. Show that the elements of finite order in G form a subgroup. This subgroup is
called the torsion subgroup of G.

Exercises 40 through 43 deal with the concept of the torsion subgroup just defined.

40. Find the order of the torsion subgroup o4 x Z x 23; of Zn x Z x Z12.
41. Find the torsion subgroup of the multiplicative group R” of nonzero real numbers.
42. Find the torsion subgroup T of the multiplicative group C” of nonzero complex numbers.
43. An abelian group is torsion free if e is the only element of finite order. Use Theorem 9.12 to show that every

finitely generated abelian group is the internal direct product of its torsion subgroup and of a torsion-free
subgroup. (Note that {e} may be the torsion subgroup, and is also torsion free.)

44. Find the torsion coefficients for each of the following groups.

a.Z2xZ3xZ4 nXZzXZ49XZ7

b.Z2XZ4XZ3XZ3XZ27 d.ZzXZ4XZzXZgXZ3XZgXZs

ProofSynopds

45. Give a two-sentence synopsis of the proof of Theorem 9.5.
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Theory
46. Prove that a direct product of abelian groups is abelian.
47. Let G be an abelian group. Let H be the subset of G consisting of the idenu'ty e together with all elements of

G of order 2. Show that H is a subgroup of G.
48. Following up the idea of Exercise 47 determine whether H will always be a subgroup for every abelian group

G if H consists of the identity e together m'th all elements of G of order 3; of order 4. For what positive
integers n will H always be a subgroup for every abelian group G, ifH consists of the identity e together with
all elements of G of order n? Compare with Exercise 54 of Section 5.

49. Find a counterexample of Exercise 47 m'th the hypothesis that G is abelian omitted.

Let H and K be subgroups of a group G. Exercises 50 and 51 ask you to establish necessary and sufficient criteria
for G to appear as the internal direct product of H and K.

50. Let H and K be groups and let G = H x K. Recall that both H and K appear as subgroups ofG in a natural
way. Show that these subgroups H (actually H x {e}) and K (actually {e} x K) have the following properties.

a. Every element of G is of the form hk for some h e H and k e K.
b.hk=khforallheHandkeK. c.HnK={e}.

51. Let H and K be subgroups of a group G satisfying the three properties listed in the preceding exercise. Show
that for each g e G, the expression g = hk for h e H and k e K is unique. Then let each g be renamed (h, k).
Show that, under this renaming, G becomes structurally identical (isomorphic) to H x K.

52. Show that a finite abelian group is not cyclic if and only if it contains a subgroup isomorphic to Zp x Zp for
some prime p.

53. Prove that if a finite abelian group has order a power of a prime p, then the order of every element in the group
is a power ofp.

54. Let G, H, and K be finitely generated abelian groups. Show that if G x K is isomorphic to H x K, then G 2 H.
55. Using the notation of Theorem 9.14, prove that for any finite abelian group G, every cyclic subgroup of G has

order no more than dk, the largest invariant factor for G.

-COSETS AND THE THEOREM OF LAGRANGE

You may have noticed that the order of a subgroup H of a finite group G seems always
to be a divisor of the order of G. This is the theorem of Lagrange. We shall prove it by
exhibiting a partition of G into cells, all having the same size as H. Thus if there are r
such cells, we will have

r(order of H) = (order of G)

from which the theorem follows irmnediately. The cells in the partition will be called
carers ofH, and they are important in their own right. In Section 12, we will see that if
H satisfies a certain property, then each coset can be regarded as an element of a group
in a very natural way. We give some indication of such coset groups in this section to
help you develop a feel for the topic.

Cosets

Let H be a subgroup of a group G, which may be of finite or infinite order. We exhibit a
partition a G by defining an equivalence relation, ~L on G.

10.1 Theorem Let H be a subgroup of G. Let the relation ~L be defined on G by

a ~L b if and only if a‘lb e H.

Then ~L is an equivalence relation on G.
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Proof When reading the proof, notice how we must constantly make use of the fact that H is a

10.2 Definition

10.3 Example

Solution

10.4 Example

10.5 Example

subgroup of G.

Reflexive Let a e G. Then a'la = e and e e H since H is a subgroup. Thus
(1 ~L a.

Symmetric Suppose a ~L b. Then a'lb e H. Since H is a subgroup, (a_lb)_l
is in H and (a'lb)‘l = b'la, so b'la is in H and b ~L a.

Transitive Leta ~L b and b ~L c. Then a‘lb 6 Hand b'lc e H. SinceHis
a subgroup, (a'lb)(b'lc) = a'lc is in H, so a ~L c. O

The equivalence relation ~L in Theorem 10.1 defines a partition of G, as described
in Theorem 0.22. Let’s see what the cells in this partition look like. Suppose a e G. The
cell containing a consists of all x e G such that a ~L x, which means all x e G such
that a‘lx e H. Now a‘lx e H if and only if (fl): = h for some h e H, or equivalently,
if and only if x = ah for some h e H. Therefore the cell containing a is {ah I h e H},
which we denote by aH.

Let a subgroup ofa group G. The subsetaH = {ahlh e H} ofG is the left coset
ofH containing a. I

Exhibit the left coset of the subgroup 3Z of Z.

Our notation here is additive, so the left coset of 3Z containing m is m + 3Z. Taking
m = 0, we see that

3Z = {‘ -- , —9, —6.—3.0.3.6,9,---}

is itself one of its left cosets, the coset containing 0. To find another left coset, we select
an element of Z not in 3Z, say 1, and find the left coset containing it. We have

1+3Z={--- .—8,—5.—2.1.4,7,10,'“}-

These two left cosets, 3Z and 1 + 3Z, do not yet exhaust Z. For example, 2 is in neither
of them. The left coset containing 2 is

2+3Z={--- ,—7,—4,—1,2,5,8,11,---}.

It is clear that these three left cosets we have found do exhaust Z, so they constitute the
partition of Z into left cosets of 3Z. A

We find the partition ofZ12 into left cosets ofH = (3). One coset is always the subgroup
itself, so 0 + H = {0,3,6, 9}. We next find 1 + H = {1,4,7, 10}. We are still not done
since we have not included every element of Zn in the two cosets we listed so far.
Finally, 2 + H = {2, 5, 8, 11} and we have computed all the left cosets ofH in Z12. A

We now list the left cosets of the subgroup H = (u) = {t, u} of the nonabelian group
D4 = {t,p.p2.p3,u.up.up2,up3}-

mm = {nu}
p{t,u} = {mu/>3}

p2{t,u} = {p2,up2}
p3{t,u} = {p3,up}

We know this is a complete list of the left cosets since every element of D4 appears in
exactly one of the listed sets. A
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Proof

10.7 Theorem

10.8 Corollary

10.9 Theorem

Proof

10.10 Definition
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The Theorem of Lagrange

In Example 10.4 each left coset of (3) 5 Zn has four elements. In Example 10.5, each
left coset has two elements. From the computation of the left cosets, it is no surprise that
all left cosets of a subgroup have the same number of elements. Theorem 10.6 confirms
this is what happens in general.

Let H be a subgroup of G. Then for any a e G, the coset (III has the same cardinality
as H.

Let f : H —> aH be defined by the formula f(h) = ah. To show f is one-to-one, we
suppose that b, c e H andf(b) = f(c). Then ab = ac and left cancellation gives b = c.
Sof is one-to-one. Now suppose that y e aH. Then there is an h e H such that y = ah
by definition of the left coset aH. Thus y = f(h) andf is suljective. Since there is a
one-to-one function mapping H onto aH, H and aH have the same cardinality. O

In the case of a finite subgroup H, Theorem 10.6 says that H and aH have the same
number of elements for any a in the group G. This is precisely what we were seeking in
order to prove Lagrange’s Theorem.

(Theorem of Lagrange) Let H be a subgroup of a finite group G. Then the order of
H is a divisor of the order of G.

Let n be the order of G, and let H have order m. Theorem 10.6 shows that every coset of
H also has m elements. Let r be the number of cells in the partition of G into left cosets
ofH. Then n = rm, so m is indeed a divisor ofn. 0

Note that this elegant and important theorem comes from the simple counting of
cosets and the number of elements in each coset. We continue to derive consequences
of Theorem 10.7, which should be regarded as a counting theorem.

Every group of prime order is cyclic.

Let G be of prime orderp, and let a be an element of G different from the identity. Then
the cyclic subgroup (a) of G generated by a has at least two elements, a and e. But
by Theorem 10.7, the order m 2 2 of (a) must divide the prime p. Thus we must have
m=pand (a) =G,soGis cyclic. 9

Since every cyclic group of order p is isomorphic to 2,, we see that there is only
one group structure, up to isomorphism, of a given prime order p. Now doesn’t this
elegant result follow easily from the theorem of Lagrange, a counting theorem? Never
underestimate a theorem that counts something. Proving the preceding corollary is a
favorite examination question.

The order of an element of a finite group divides the order of the group.

Remembering that the order of an element is the same as the order of the cyclic subgroup
generated by the element, we see that this theorem follows directly from Lagrange’s
Theorem. .

Let H be a subgroup of a group G. The number of left cosets of H in G is the index
(G : H) of H in G. I

The index (G : H) just defined may be finite or infinite. If G is finite, then obviously
(GzH) is finite and (0:11) = IGI/IHI, since every coset of H contains |H| elements.
We state a basic theorem concerning indices of subgroups, and leave the proof to the
exercises (see Exercise 40).
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10.11 Theorem

10.12 Example

10.13 Example

Solution

Structure of Groups

Suppose H and K are subgroups of a group G such that K 5 H 5 G, and suppose (H : K)
and(G:H) are both finite. Then (GzK) is finite, and (G:K) = (G:H)(H:K).

Lagrange’s Theorem says that for any subgroup H of a finite group G, the order
of H divides the order of G. But if d is a divisor of the order of G, does G necessarily
have a subgroup with exactly (1 elements? We will show in Section 13 that the answer is
no for some groups. This suggests a new question: Under what conditions does G have
a subgroup of every order d that is a divisor of G? We saw in Section 9 that for every
divisor of the order of an abelian group, there is a subgroup of that order. The complete
answer to this question is beyond the scope of this book, but we will come back to the
question later.

Cosets Left and Right!

It is possible to do everything we have done in this section using right cosets instead of
left cosets. All it takes is some minor and straightforward modifications to the defini-
tions and proofs. We briefly give the corresponding definitions that lead to right cosets
and point out some of their properties.

Let H be a subgroup of G. To start with, instead of ~L we could have used ~R
defined by

a ~R b ifand only if ab‘1 6 H.
With this definition, ~R is an equivalence relation and the equivalence classes are the
right cosets. The right coset of H containing the element a e G is

Ha={ha|heH}.

Just like left cosets, each right coset of a subgroup H has the same cardinality as H. So
left cosets and right cosets have the same cardinality. In abelian groups, the right and
left cosets are the same, but there is no reason to think they would be the same in general
for nonabelian groups. If the right and left cosets are the same, we can drop left or right
and just refer to cosets.

In Example 10.5 we computed the left cosets of the subgroup H = (u) = {l, u} of the
group D4 = {l, p, p2, pa, [1,, up, upz, 11.103}. We now compute the right cosets.

{Midi = {ML}
{t,u}p = {p.up}

{AMPZ = {p2,up2}
{AMPa = {p3,up3}

The right cosets and the left cosets are not the same. For example, pH = {p, up3} while
Hp = {1), up}. A
If this were the whole story of left and light cosets, there would be no reason to even
mention right cosets. We could just use left coset, prove Lagrange’s Theorem, and call
it a day. However, as we shall see in Part In, a curious thing happens when the left and
right cosets are the same. We illustrate with an example.

The group Zs is abelian. Find the partition of 2,; into cosets of the subgroup H = {0, 3}.

One coset is {0, 3} itself. The coset containing 1 is 1 + {0, 3} = {1,4}. The coset con-
taining 2 is 2 + {0,3} = {2,5}. Since {0, 3}, {1, 4}, and {2, 5} exhaust all of Z6, these
are all the cosets. A
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We point out a fascinating thing that we will develop in detail in Section 12. Re-
ferring back to Example 10.13, Table 10.14 gives the binary operation for Zg but with
elements listed in the order they appear in the cosets {0, 3}, {1, 4}, {2, 5}. We shaded the
table according to these cosets.

10.14 Table 10.15 Table

LT MDDK

LT LT MD DK

DK DK LT MD3|1
Suppose we denote these cosets by LT(1ight), MD(medium), and DK(dark) ac-

cording to their shading. Table 10.14 then defines a binary operation on these shadings,
as shown in Table 10.15. Note that if we replace LT by 0, MD by 1, and DK by 2 in
Table 10.15, we obtain the table for Z3. Thus the table of shadings forms a group!

We will see in Section 12 that when left cosets and right cosets are the same, then
the cosets form a group as in Example 10.13. If right and left cosets are different, the
construction fails.

Let H = {1, [L] 5 D3. The group table for D3 is given below with the elements arranged
so that left cosets are together. The double lines divide the cosets.

l

l It .0
1

MP #9

The situation here is much different from the situation in Example 10.13. In Table 10.14
the two-by-two blocks in the table each contain only elements of a left coset. In the
present example, most blocks do not contain elements from only one left coset. Further-
more, even if we tried to use the two-by-two blocks of elements to form a three-by-three
group table, the second row of blocks contains two blocks, both having the same ele-
ments, {p2, up, u, t}. So the table of blocks would have a row with the same element
listed twice. In this case, there is no natural way of making the left cosets a group. A

If G is an abelian group, then the left and right cosets are the same. Theorem 10.17
gives another condition when left and right cosets are the same. Recall that if d: : G —>
G’ is a group homomorphism, then Ker(¢) = (1)“ [{e}] 5 G is the kernel of dz.

Let :1: : G —> G’ be a group homomorphism. Then the left and right cosets of Ker(¢)
are identical. Furthermore, a,b e G are in the same coset of Ker(¢) if and only if
(Ma) = ¢(b)-
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10.18 Example

10.19 Corollary

Proof

10.20 Example

Structure of Groups

We first assume that a and b are in the same left cosets of Ker(¢) and show they are also
in the same right cosets. Then a‘lb e Ker(¢). So ¢(a_1b) = e, the identity element.
Because 4: is a homomorphism, ¢(a)_1¢(b) = e, which implies that ¢(a) = ¢(b).
Therefore, (flab—1) = r)>(a)¢(b)_1 = :p(a)¢(a)_1 = e. Thus ab‘1 6 Ker(¢), which says
that a and b are in the same right coset. Note that in the process we showed that if a and
b are in the same left coset of Ker(¢), then ¢(a) = ¢(b).

Now suppose that ¢(a) = ¢(b). Then ¢(b‘la) = ¢(b)"¢(a) = e. Thus b'la e
Ker(¢), which implies that a and b are in the same left coset.

To complete the proof, we need to show that if a and b are in the same right coset,
then they are also in the same left coset. The proof is essentially the same as above, so
we leave this detail to the reader. 9

Consider the determinant map det : GL(2,R) —> R". In linear algebra you learn that
det(AB) = det(A) det(B), so the detemiinant is a group homomorphism. The kernel of
det is the set of all 2 x 2 matrices with determinant 1. Two matrices A,B e GL(2, R)
are in the same left coset of Ker(det) if and only if they are in the same right coset of
Ker(det) if and only if det(A) = det(B). In particular, the two matrices

2 0 d 3 2
o 1 a“ 2 2

each have detemiinant 2, so they are in the same left (and right) cosets of Ker(det). A

A homomorphism ¢ : G —> G’ is one-to-one if and only ifKer(¢) is the trivial subgroup
of G.

We first assume that Ker(¢) = {e}. Every coset of Ker(¢) has only one element. Suppose
that ¢(a) = ¢(b). Then a and b are in the same coset of Ker(¢) by Theorem 10.17. Thus
a = b.

Now suppose that ¢ is one-to-one. Then only the identity e is mapped to the identity
in 6’. So Ker(¢) = {e}. 0

Corollary 10.19 says that to check if a homomorphism ¢ : G —) G’ is one-to-one
one merely needs to check that Ker(¢) is the trivial subgroup. In other words, show
that the only solution to ¢(x) = e’ is e, where e and e’ are the identities in G and 6’,
respectively.

Let 4) : R —> 111* be defined by ¢(x) = 2". Since ()3 is a homomorphism, we can check
that q) is one-to—one by solving ¢(x) = l. The equation 2" = ¢(x) = 1 has only the
solution 0 since forx > 0, 2" > 1 and forx < 0, 2x < 1. Thus (I: is one-to-one. A

I EXERCISES 10

Computations

1. Find all cosets of the subgroup 4Z of Z.
2. Find all cosets of the subgroup 42 of 2Z.
3. Find all cosets of the subgroup (3) in 213.
4. Find all cosets of the subgroup (6) in Z13.
5. Find all cosets of the subgroup (18) of 235.
6. Find all left cosets of (up) in D4.
7. Repeat the preceding exercise, but find the right cosets this time. Are they the same as the left cosets?
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8. Are the left and right cosets the same for the subgroup {1, p4, u, Mp4} of D3? If so, display the cosets. If not,
find a left coset that is not the same as any right coset.

9. Find all the left cosets of (p2) 5 D4.
10. Repeat the previous exercise, but find the right cosets. Are the left and right cosets the same? If so, make the

group table for D4, ordering the elements so that the cosets are in blocks, see if the blocks form a group with
four elements, and determine what group of order 4 the blocks form.

11. Find the index of (p2) in the group 05.
12. Find the index of (3) in the group 224.
13. Find the index of 122 in Z.
14. Find the index of 122 in 32.
15. Leta = (l, 2, 5, 4)(2, 3) in 55. Find the index of (a) in $5.
16. Let u = (l, 2,4, 5)(3, 6) in S6. Find the index of (a) in $6.

Concepts
In Exercises 17 through 19, correct the definition of the italicized term without reference to the text, if correction
is needed, so that it is in a form acceptable for publication.

17. Let G be a group and let H g G. The lefi coset ofH containing a is aH = {ah I h e H}.
18. Let G be a group and let H 5 G. The index ofH in G is the number of right cosets of H in G.
19. Let¢ : G —> G’. Thenthekemelofrp is Ker(¢) = {g e G|¢(g) = e).
20. Determine whether each of the following is true or false.

a. Every subgroup of every group has left cosets.
I). The number of left cosets of a subgroup of a finite group divides the order of the group.
c. Every group of prime order is abelian.
d. One cannot have left cosets of a finite subgroup of an infinite group.
e. A subgroup of a group is a left coset of itself.
I. Only subgroups of finite groups can have left cosets.
g. A" is ofindex 2 in S,I forn >1.

h. The theorem of Lagrange is a nice result.
i. Every finite group contains an element of every order that divides the order of the group.
j. Every finite cyclic group contains an element of every order that divides the order of the group.
k. The kernel of a homomorphism is a subgroup of the range of the homomorphism.
I. Left cosets and right cosets of the kernel of a homomorphism are the same.

In Exercises 21 through 26, give an example of the desired subgroup and group if possible. If impossible, say why
it is impossible.

21. A subgroup H S G with G infinite and H having only a finite number of left cosets in G
22. A subgroup of an abelian group G whose left cosets and right cosets give different partitions of G
B. A subgroup of a group G whose left cosets give a partition of G into just one cell
24. A subgroup of a group of order 6 whose left cosets give a partition of the group into 6 cells
75. A subgroup of a group of order 6 whose left cosets give a partition of the group into 12 cells
26. A subgroup of a group of order 6 whose left cosets give a partition of the group into 4 cells

Proof Synopsis

27. Give a one-sentence synopsis of the proof of the Theorem of Lagrange.
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Theory

28. Prove that the relation ~R that is used to define right cosets is an equivalence relau‘on.

29. Let H be a subgroup of a group G and let g e G. Define a one-to-one map of H onto Hg. Prove that your map
is one-to-one and is onto Hg.

30. Let H be a subgroup of a group G such that g‘lhg e H for all g e G and all h e H. Show that every left coset
gH is the same as the right coset Hg.

31. Let H be a subgroup of a group G. Prove that if the partition of G into left cosets of H is the same as the
partition into right cosets of H, then g‘lhg e H for all g e G and all h e H. (Note that this is the converse of
Exercise 30.)

Let H be a subgroup of a group G and let a,b e G. In Exercises 32 through 35 prove the statement or give a
counterexample.

32. If aH = bH, then Ha = Hb.
33. If Ha = Hb, then b 6 Ha.
34. IfaH = bH, then Ha-l = Hb‘l.
35. If aH = bH, then a2H = b2H.
36. Let G be a group of order pq, where p and q are prime numbers. Show that every proper subgroup of G is

cyclic.
37. Show that there are the same number of left as right cosets of a subgroup H of a group G; that is, exhibit

a one-to—one map of the collection of left cosets onto the collection of right cosets. (Note that this result is
obvious by counting for finite groups. Your proof must hold for any group.)

38. Exercise 29 of Section 2 showed that every finite group of even order 2n contains an element of order 2.
Using the theorem ofLagrange, show that if n is odd, then an abelian group of order 2n contains precisely one
element of order 2.

39. Show that a group with at least two elements but with no proper nontrivial subgroups must be finite and of
prime order.

40. Prove Theorem 10.11 [Hint: Let {aiH | i = 1, - - - , r} be the collection of distinct left cosets of H in G and
{bl-K |j = l, - - - , s} be the collection of distinct left cosets of K in H. Show that

{(aibj)K|i= 1,--- ,r;j=1,--- ,s}

is the collection of distinct left cosets of K in G.]

41. Show that ifH is a subgroup of index 2 in a finite group G, then every left coset ofH is also a right coset ofH.
42. Show that if a group G with identity 2 has finite order n, then a” = e for all a e G.
43. Show that every left coset of the subgroup Z of the additive group of real numbers contains exactly one element

xsuchthatOsx <1.
44. Show that the function sine assigns the same value to each element of any fixed left coset of the subgroup (2n)

of the additive group R of real numbers. (Thus sine induces a well-defined function on the set of cosets; the
value of the function on a coset is obtained when we choose an element x of the coset and compute sin x.)

45. Let H and K be subgroups ofa group G. Define ~ on G by a ~ b if and only ifa = hbk for some h e H and
some k e K.

a. Prove that ~ is an equivalence relation on G.
b. Describe the elements in the equivalence class containing a e G. (These equivalence classes are called

double cosets.)

46. Let SA be the group of all permutations of the set A, and let c be one particular element ofA.

a. Show that {a 6 SA |a(c) = c} is a subgroup SW ofSA.
b. Let :1 5e c be another particular element of A. Is Sc,1 = {a 6 SA | 0(0) = d} a subgroup of 8.4? Why or why

not?
c. Characterize the set Sc,1 of part (b) in terms of the subgroup SM of part (a).
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47. Show that a finite cyclic group of order n has exactly one subgroup of each order d dividing n, and that these
are all the subgroups it has.

48. The Euler phi-function is defined for positive integers n by ¢(n) = s, where s is the number of positive
integers less than or equal to n that are relatively prime to n. Use Exercise 47 to show that

n = 2«an.
d | n

the sum being taken over all positive integers d dividing n. [Hint Note that the number of generators of 24 is
«301) by Corollary 6.17.]

49. Let G be a finite group. Show that if for each positive integer m the number of solutions x of the equation
x’" = e in G is at most m, then G is cyclic. [Hint Use Theorem 10.9 and Exercise 48 to show that G must
contain an element of order n = |G|.]

50. Show that a finite group cannot be written as the union of two of its proper subgroups. Does the statement
remain true if “two" is replaced by “three"? (This was problem B-2 on the 1969 Pumam Exam.)

-TPLANE ISOMETRIES
Consider the Euclidean plane 1R2. An isometry of R2 is a permutation ¢ : R2 —> R2
that preserves distance, so that the distance between points P and Q is the same as
the distance between the points ¢(P) and ¢(Q) for all points P and Q in N. If ‘l/I is
also an isometry of R2, then the distance between I//(¢(P)) and l/I(¢(Q)) must be the
same as the distance between ¢(P) and ¢(Q), which in turn is the distance between P
and Q, showing that the composition of two isometries is again an isometry. Since the
identity map is an isometry and the inverse of an isometry is an isometry, we see that
the isometries of R2 form a subgroup of the group of all permutations of R2.

Given any subset S of R2, the isometries of R2 that carry S onto itself form a
subgroup of the group of isometries. This subgroup is the group of symmetries of S in
R2. Although we defined the dihedral group D,l as one-to-one maps from the vertices
of a regular n-gon onto itself that preserves edges, we can extend each map in D,, to an
isometry of the whole plane; [1. is reflection across the x-axis and p is rotation about the
origin by %. So we can think of D,, as the group of isometries of a regular n-gon in R2.

Everything we have defined in the two preceding paragraphs could equally well
have been done for n-dimensional Euclidean space R", but we will concern ourselves
chiefly with plane isometries here.

It can be proved that every isometry of the plane is one ofjust four types (see Artin
[5]). We will list the types and show, for each type, a labeled figure that can be carried
into itself by an isometry of that type. In each of Figs. 11.1, 11.3, and 11.4, consider the
line with spikes shown to be extended infinitely to the left and to the right. We also give
an example of each type in terms of coordinates.

translation 1’: Slide every point the same distance in the same direction. See
Fig. 11.1. (Example: ‘t(x,y) = (x,y) + (2, —3) = (x + 2,y — 3).)

rotation p: Rotate the plane about a point P through an angle 0. See Fig. 11.2.
(Example: p(x, y) = (—y, x) is a rotation through 90° counterclockwise about the
origin (0, 0).)
reflection a: Map each point into its mirror image (p. for mirror) across a line
L, each point of which is left fixed by a. See Fig. 11.3. The line L is the axis of
reflection. (Example: [1.(x, y) = (y,x) is a reflection across the line y = x.)

T This section is not used in the remainder of the text.
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11.5 Theorem

Proof

Structure of Groups

glide reflection y: The product of a translation and a reflection across a line
mapped into itselfby the translation. See Fig. 1 1.4. (Example: y(x,y) = (x + 4, —y)
is a glide reflection along the x-axis.)

Notice the little curved arrow that is carried into another curved arrow in each of
Figs. 1 1.1 through 1 1.4. For the translation and rotation, the counterclockwise directions
of the curved arrows remain the same, but for the reflection and glide reflection, the
counterclockwise arrow is mapped into a clockwise arrow. We say that translations and
rotations preserve orientation, while the reflection and glide reflection reverse orien-
tation. We do not classify the identity isometry as any definite one of the four types
listed; it could equally well be considered to be a translation by the zero vector or a
rotation about any point through an angle of 0°. We always consider a glide reflection to
be the product of a reflection and a translation that is different from the identity isometry.

P2(Q) )
p 1(P) Q ”(Q

171(9) Q 1(9)
11.1 Figure Translation 1'. 11.2 Figure Rotation p.

P #(Q) R

(\v 7"(1’) 70")
S L (/4 Q

MS)
U (x‘ «9)

#(P) Q MR) 7—20) P 720")
11.3 Figure Reflection 11.. 11.4 Figure Glide reflection y.

The theorem that follows describes the possible structures of finite subgroups of
the full isometry group.

Every finite group G of isometries of the plane is isomorphic to either the Klein 4-group,
Z,l tom 2 l, or D,l for some n z 3.

(Outline) First we show that there is a point in the plane that is fixed by every element
of G. We let G = {¢1.¢2, ¢a.. . -,¢m} and (rayi) = ¢i(0,0)- Then the Point

x1+x2+Xs+---+xm y1+y1+y3+---+ym)
m m

P=(7r,§)=(

is the center of mass of the set S = {(x;,y;)| l 5 i S m} where each point is weighted
by the number of 4:,- that map (0, 0) to that point. It is easy to see that the isometries in G
pennute the points in S since for each i andj, ¢i o ¢j = ¢k for some k. Thus ¢i(xj, yj) =
(xbyk). This implies the center of mass of ¢(S) is the same as the center of mass of S.
It can be shown that given the distances from the center of mass to the points of the set
S, the center of mass is the only point having these distances from the points of S. This
says that 6,?) is fixed by every isometry in G.
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The orientation preserving isometries of G form a subgroup H of G which is either
all of G or else of order m/2. You are asked to prove this in Exercise 22. Of course H
consists of the identity and possibly rotations about the point (ii). If H has only one
element, then G has one or two elements and is therefore isomorphic with 21 or 22. If
H has two elements, then G has two or four elements and is therefore isomorphic with
either the Klein 4-group, Z4, or 22. So we can assume that H has at least three elements.

If we choose a rotation p in H that rotates through the smallest positive angle 0
among all the elements of H, p generates H. The proof of this fact is similar to the proof
that a subgroup of a cyclic group is cyclic and you are asked to provide the details of
the proof in Exercise 23. If G = H, then G is isomorphic with Z”. So we now assume
that G contains a reflection, say [1,. Then the coset [LH contains only isometries of G
that reverse orientation. Each coset H and pH contains half the elements of G, so
G = H U pH.

Consider now a regilar n-gon (recall that we are assuming that n 2 3) with center
the point (7:5) and having a vertex v0 on the line fixed by it. Each element of G per-
mutes the vertices of the n-gon and preserves edges. Furthermore, no two elements of
G permute the vertices in the same way. Thus G is isomorphic with a subgroup of the
dihedral group D". Since |G| = |D,,|, G is isomorphic with D,,. O

In Theorem 11.5 the Klein 4-group, V, seems like an exception. However, V fits
into the family of dihedral groups since V has two elements of order 2, a and b, with the
property that ab = ba‘l. Sometimes V is denoted D2 and considered a dihedral group.
The isometries of the plane that map a line segment to itself are isomorphic with V.

The preceding theorem gives the complete story about finite plane isometry groups.
We turn now to some infinite groups ofplane isometries that arise naturally in decorating
and art. Among these are the discretefrieze groups. A discrete frieze consists of a pattern
of finite width and height that is repeated endlessly in both directions along its baseline
to form a strip of infinite length but finite height; think of it as a decorative border strip
that goes around a room next to the ceiling on wallpaper. We consider those isometries
that carry each basic pattern onto itself or onto another instance of the pattern in the
frieze. The set of all such isometries is called the “frieze group.” All discrete frieze
groups are infinite and have a subgroup isomorphic to Z generated by the translation
that slides the frieze lengthwise until the basic pattern is superimposed on the position
of its next neighbor pattern in that direction. As a simple example of a discrete frieze,
consider integral signs spaced equal distances apart and continuing infinitely to the left
and right, indicated schematically like this.

-‘ffff/fffffffff/f/f/fff/f/f/f/f/f/ff"
Let us consider the integral signs to be one unit apart. The symmetry group of this frieze
is generated by a translation I sliding the plane one unit to the right, and by a rotation p
of 180° about a point in the center of some integral sign. There are no horizontal or
vertical reflections, and no glide reflections. This frieze group is nonabelian; we can
check that rp = pt". This relation between 1’ and p looks very familiar. The dihedral
group D,l is also generated by two elements p and u. that satisfy the relation p/L = up“.
If 1’ and p in the frieze group are replaced by p and [1,, respectively, we have the same
relation. In D", It has order 2, as does p in the frieze group, but the element p in D”
has order n while 1 has infinite order. Thus it is natural to use the notation Doe for this
nonabelian frieze group.

As another example, consider the frieze given by an infinite string of D’s.

"'DDDDDDDDDDD'“
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Its group is generated by a translation I one step to the right and by a vertical reflection
[.L across a horizontal line cutting through the middle of all the D’s. We can check that
these group generators commute this time, that is, r11. = In, so this fi'ieze group is
abelian and is isomorphic to Z x 22.

It can be shown that if we classify such discrete friezes only by whether or not their
groups contain a

rotation horizontal axis reflection
vertical axis reflection nontrivial glide reflection

then there are a total of seven possibilities. A nontrivial glide reflection in a symmetry
group is one that is not equal to a product of a translation in that group and a reflection
in that group. The group for the string of D’s above contains glide reflections across
the horizontal line through the centers of the D’s, but the translation component of each
glide reflection is also in the group so they are all considered trivial glide reflections in
that group. The frieze group for

D D D D D --
1) 1) 1) D D

contains a nontrivial glide reflection whose translation component is not an element of
the group. The exercises exhibit the seven possible cases, and ask you to tell, for each
case, which of the four types of isometries displayed above appear in the symmetry
group. We do not obtain seven different group structures. Each of the groups obtained
can be shown to be isomorphic to one of

Z, Dog, Zs, or Dooxzz.

Equally interesting is the study of symmetries when a pattern in the shape of a
square, parallelogram, rhombus, or hexagon is repeated by translations along two non-
parallel vector directions to fill the entire plane, like patterns that appear on wallpaper.
These groups are called the wallpaper groups or the plane crystallographic groups.
While a frieze could not be carried into itself by a rotation through a positive angle less
than 180°, it is possible to have rotations of 60°, 90°, 120°, and 180° for some of these
plane-filling patterns. Figure 11.6 provides an illustration where the pattern consists of
a square. We are interested in the group of plane isometries that carry this square onto
itself or onto another square. Generators for this group are given by two translations
(one sliding a square to the next neighbor to the right and one to the next above), by a
rotation through 90° about the center of a square, and by a reflection in a vertical (or
horizontal) line along the edges of the square. The one reflection is all that is needed to
“turn the plane over”; a diagonal reflection can also be used. After being turned over,
the translations and rotations can be used again. The isometry group for this periodic
pattern in the plane surely contains a subgroup isomorphic to Z x Z generated by the
unit translations to the right and upward, and a subgroup isomorphic to D4 generated by
those isometries that carry one square (it can be any square) into itself.

If we consider the plane to be filled with parallelograms as in Fig. 11.7, we do not
get all the types of isometries that we did for Fig. 11.6. The symmetry group this time is
generated by the translations indicated by the arrows and a rotation through 180° about
any vertex of a parallelogram.

It can be shown that there are 17 different types of wallpaper patterns when they are
classified according to the types of rotations, reflections, and nontrivial glide reflections
that they admit. We refer you to Gallian [8] for pictures of these 17 possibilities and
a chart to help you identify them. The exercises illustrate a few of them. The situation
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11.6 Figure

11.7 Figure

in space is more complicated; it can be shown that there are 230 three-dimensional
crystallographic groups. The final exercise we give involves rotations in space.

M. C. Escher (1898—1973) was an artist whose work included plane-filling patterns.
In the exercises you are asked to analyze two of his works of this type.

I EXERCISES ll

1. This exercise shows that the group of symmetries of a certain type of geometric figure may depend on the
dimension of the space in which we consider the figure to lie.

:1. Describe all symmetries of a point in the real line R; that is, describe all isometries ofR that leave one point
fixed.

I). Describe all symmetries (translations, reflections, etc.) of a point in the plane 1R2.
c. Describe all symmetries of a line segment in R.
d. Describe all symmetries of a line segment in R2.
e. Describe some symmetries of a line segment in R3.

2. Let P stand for an orientation preserving plane isometry and R for an orientation reversing one. Fill in the table
with P or R to denote the orientation preserving or reversing property of a product.
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P

R

3. Fill in the table to give all possible types of plane isometries given by a product of two types as indicated in
Tables 11.1 through 11.4. For example, a product of two rotations may be a rotation, or it may be another type.
Fill in the box corresponding to pp vn'th both letters. Use your answer to Exercise 2 to eliminate some types.
Eliminate the identity from consideration.

l’

4. Draw a plane figure that has a one-element group as its group of symmetries in R2.
5. Draw a plane figure that has a two-element group as its group of symmetries in R2.
6. Draw a plane figure that has a three-element group as its group of symmetries in R2.
7. Draw a plane figure that has a four-element group isomorphic to Z4 as its group of symmetries in R2.
8. Dravzv a plane figure that has a four-element group isomorphic to the Klein 4-group V as its group of synunetries

in R .
9. For each of the four types of plane isometries (other than the identity), give the possibilities for the order of an

isometry of that type in the group of plane isometries.
10. A plane isometry 41 has afixedpoint if there exists a point P in the plane such that ¢(P) = P. Which of the four

types of plane isometries (other than the identity) can have a fixed point?
11. Referring to Exercise 10, which types of plane isometries, if any, have exactly one fixed point?
12. Referring to Exercise 10, which types of plane isometries, if any, have exactly two fixed points?
13. Referring to Exercise 10, which types of plane isometries, if any, have an infinite number of fixed points?
14. Argue geometrically that a plane isometry that leaves three noncolinear points fixed must be the identity map.
15. Using Exercise 14, show algebraically that if two plane isometries q) and I]! agree on three noncolinear points,

that is, if ¢(P,-) = ¢(Pi) for noncolinear points P1, P2, and P3, then q) and VI are the same map.
16. Do the rotations, together with the identity map, form a subgroup of the group of plane isometries? Why or

why not?

17. Do the translations, together with the identity map, form a subgroup of the group of plane isometries? Why or
why not?

18. Do the rotations about one particular point P, together with the identity map, form a subgroup of the group of
plane isometries? Why or why not?

19. Does the reflection across one particular line L, together with the identity map, form a subgroup of the group
of plane isometries? Why or why not?

20. Do the glide reflections, together with the identity map, form a subgroup of the group of plane isometries?
Why or why not?

21. Which of the four types of plane isometries can be elements of afinite subgroup of the group of plane isome-
tries?

22. Completing a detail of the proof of Theorem 11.5, let G be a finite group of plane isometries. Show that
the rotations in G, together with the identity isometry, form a subgroup H of G, and that either H = G or
IO] = 2|Hl. [Hint: Use the same method that we used to show that |S,.| = 2|A,.|.]
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23. Completing a detail in the proof of Theorem 11.5, let G be a finite group consisting of the identity isometry
and rotations about one point P in the plane. Show that G is cyclic, generated by the rotation in G that turns
the plane counterclockwise about P through the smallest angle 0 > 0. [Hint: Follow the idea of the proof that
a subgroup of a cyclic group is cyclic.]

Exercises 24 through 30 illustrate the seven different types of friezes when they are classified according to their
symmetries. Imagine the figure shown to be continued infinitely to the right and left. The symmetry group of a
frieze always contains translations. For each of these exercises answer these quesu‘ons about the symmetry group
of the frieze.

a. Does the group contain a rotation?
I). Does the group contain a reflection across a horizontal line?
c. Does the group contain a reflection across a vertical line?
(1. Does the group contain a nontrivial glide reflection?
e. To which of the possible groups Z, D00, Z x 22, or D00 x Z2 do you think the symmetry group of the

frieze is isomorphic?

24.FFFFFFFFFFFFFFF
25.TTTTTTTTTT
26.EEEEEEEEEEEE
27.ZZZZZZZZZZZZ
nHHHHHHHHHH
2911111'11111
wnnnn'UUUU
Exercises 31 through 37 describe a pattern to be used to fill the plane by translation in the two directions given by
the specified vectors. Answer these questions in each case.

a. Does the symmetry group contain any rotations? If so, through what possible angles 0 where 0 < 0 5
1 80° ?

b. Does the symmetry group contain any reflections?
c. Does the symmetry group contain any nontrivial glide reflections?

31. A square with horizontal and vertical edges using translation directions given by vectors (1, 0) and (0, 1).
32. A square as in Exercise 31 using translation directions given by vectors (1, 1/2) and (0, 1).
33. A square as in Exercise 31 with the letter L at its center using translation directions given by vectors (1, 0) and

(0, l).
34. A square as in Exercise 31 with the letter E at its center using translation directions given by vectors (1, 0) and

(0, l).
35. A square as in Exercise 31 with the letter H at its center using translation directions given by vectors (1, 0)

and (0, l).
36. A regular hexagon with a vertex at the top using translation directions given by vectors (1, 0) and (1, J3).
37. A regular hexagon with a vertex at the top containing an equilateral triangle with vertex at the top and centroid

at the center of the hexagon, using translation directions given by vectors (1, 0) and (1, J3).

Exercises 38 and 39 are concerned with art works ofM. C. Escher. Find images of the indicated art by searching on
the intemet. Neglect the shading and colors in the figures and assume the marldngs in each human figure, reptile,
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or horseman are the same, even though they may be invisible due to shading. Answer the same questions (a), (b),
and (c) that were asked for Exercises 31 through 36, and also answer this part (d).

(1. Assuming horizontal and vertical coordinate axes with equal scales as usual, give vectors in the two
nonparallel directions of vectors that generate the translation subgroup. Do not concern yourself with
the length of these vectors.

38. The Study ofRegular Division ofthe Plane with Horsemen.
39. The Study ofRegular Division ofthe Plane with Reptiles.

40. Let 4: : R —> U be given by ¢(0) = cos(0) + isin(9) and S = ¢[Z].
a. Show that any rotation mapping S to S is a rotation by an angle n e Z where angles are measured in radians.
b. Show that reflection across the x-axis maps S to S.
c. What is the group of symmetries of S?

41. Show that the rotations of a cube in space form a group isomorphic to S4. [Hintt A rotation of the cube permutes
the diagonals through the center of the cube.]
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FACTOR GROUPS

Recall from Section 10 that for some group tables we can arrange the head on top and on
the left so that the elements are grouped into left cosets of a subgroup in such a way that
the coset blocks form a group table. We start this section by looking more closely at why
the cosets of {0, 3} 5 Z6 form a group and why the cosets of the subgroup {t, M} 5 D3
do not. Table 12.1 is the group table for ZS with the heads at the top and left sorted by
cosets of {0, 3}.

12.1 'Ihble

According to Table 12.1 the coset {1, 4} plus the coset {2, 5} is the coset {0, 3}. This
means that if we add either 1 or 4 to either 2 or 5 in Z6, we should get either 0 or 3. This
is easily checked by adding the four possibilities.

1+62=3
1+65=0
4+62=0
4+65=3

We observe that if we wish to break up a group into its left cosets so the group table
shows an operation on the left cosets, we need to be sure that if a1, a; are in the same

113
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12.2 Example

12.3 Definition

12.4 Example

Homomorphisms and Factor Groups

left coset and b1,b2 are in the same left coset, then albl and azbz are in the same left
coset. If this condition is satisfied for a subgroup H 5 G, we say that the operation on
the left cosets of H is induced by the operation of G or that the operation of G induces
an operation on the left cosets of H. In this case for any a, b e G we write

(aHXbH) = (ab)H
to mean that the product of any element in aH multiplied by any element in bi! must be
in the left coset (ab)H.

We show that the operation + in the group Z induces an operation on the cosets of
SZ 5 Z. We first list the left cosets.

5Z={---—10,—5,0,5,10,...}
1+5Z={---—9,—4,1,6,11,...}
2+5Z={---—8,—3,2,7,12,...}
3+5Z={---—7,-—2,3,8,13,...}
4+5Z={---—6,—1,4,9,l4,...}

Let a1 and a; be in the same left coset of 5Z. Then a; = a1 + 5r for some r e Z. We
also let b1,bz be in the same left coset of 5Z. Then b2 = b; + Ss for some s e Z. We
compute a; + b2.

a2 +172 =(a1+5r)+(b1+5s)
=a1+5r+b1+55

=a1+b1+5r+Ss (l)

=(a1+b1)+5(r+5) (2)
e (a1+b1)+5Z

So (12 + b2 is in the same coset as a; + b1, which says that addition in Z induces an
operation on the five left cosets 5Z, l + 5Z, 2 + 5Z, 3 + 5Z,4 + 5Z. Looking back at
the calculations, we see that only properties shared by all groups were used in each step
except in line (1) where we used the fact that Z is abelian. Furthermore, line (2) is not
necessary since SZ is a subgroup of Z so we know that 5Z is closed under addition.
From this example, it appears that as long as G is an abelian group, the operation of G
induces an operation on the left cosets of any subgroup of G. A

In Equation (1) of Example 12.2 we used the fact that 5r + b; = b; + 5r. If we were
doing the same computation in multiplicative notation and using any group G and
subgroup H of G, this would correspond to hbl = blh. If the group G is not abelian,
then this computation fails. However, we can weaken the abelian condition slightly and
still get an induced operation on the left cosets. All we really need is thatt = blh’
for some h’ e H. This happens when the left coset b1H is the same set as the right coset
Hb].

Let H be a subgroup of G. We say that H 1s a normal subgroup of G if for all g e G,
gH= Hg. If His a normal subgroup of G, we write H 4 G.

Recall that Theorem 10.17 states that if d: : G —> G’ 18 a group homomorphism and
d is the identity element in G’, then Ker(¢) = {g e G | ¢(g) = e’} has the property that
left and right cosets of Ker(¢) are the same. So the kernel of any homomorphism is a
normal subgroup.

The subgroup of even permutations A,l S S,l is normal since A,l is the kernel of the
homomorphism sgn : Sn —) {1,—1}. A
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IfH S G and G is an abelian group, then H is a normal subgroup of G. A

Let H = {A e GL(n,R)| det(A) = 1}. The determinant map satisfies det(AB) =
det(A) det(B), which means that the determinant map is a homomorphism, det:
GL(n, R) -> 1R". Thus H =Ker(det), which says that H <1 GL(n, 1R) This subgroup
H is called the special linear group and it is denoted by SL(n, R)

Let H be a subgroup of a group G. Then left coset multiplication is well defined by the
equation

(aH)(bH) = (ab)H
if and only ifH is a normal subgroup of G.

Suppose first that (aH)(bH) = (ab)H does give a well-defined binary operation on left
cosets. Let a e G. We want to show that aH and Ha are the same set. We use the standard
technique of showing that each is a subset of the other.

Let x e aH. Choosing representatives x 6 (1H and a‘1 e a‘lH, we have
(xH)(a‘1H) = (xa")H. On the other hand, choosing representatives a e aH and
a‘1 e a‘lH, we see that (aH)(a"H) = eH = H. Using our assumption that left coset
multiplication by representatives is well defined, we must have xa" = h e H. Then
x = ha, so x 6 Ha and aH 9 Ha. We leave the symmetric proof that Ha g aH to
Exercise 26.

We turn now to the converse: IfH is a normal subgroup, then left coset multiplica-
tion by representatives is well-defined. Due to our hypothesis, we can simply say cosets,
omitting lefi and right. Suppose we wish to compute (aH)(bH). Choosing a e aH and
b e bH, we obtain the coset (ab)H. Choosing different representatives ahl e aH and
bk; 6 bH, we obtain the coset ahlbt. We must show that these are the same cosets.
Now hlbeHb = bH, so hlb = bh3 for some kg 6 H. Thus

(ah1)(bh2) = a(h1b)h2 = a(bh3)h2 = (ab)(h3h2)

and (ab)(h3hz) e (ab)H. Therefore, ahlbhz is in (ab)H. 9

Theorem 12.7 shows that we have an operation on the left cosets ofH 5 G induced
by the operation on G if and only if H is a normal subgroup of G. We next verify that
this operation makes G/H, the cosets of H in G, a group.

Let H be a normal subgroup of G. Then the cosets of H form a group G/H under the
binary operation (aH)(bH) = (ab)H. A

Computing, (aH)[(bH)(cH)] = (aH)[(bc)H] = [a(bc)]H, and similarly, we have
[(aH)(bH)](cH) = [(ab)c]H, so associativity in G/H follows from associativity in
G. Because (aH)(eH) = (ae)H = aH = (ea)H = (eH)(aH), we see that eH = H is
the identity element in G/H. Finally, (a‘lH)(aH) = (a‘la)H = eH = (aa‘l)H =
(aH)(a‘1H) shows that a"H = (aH)‘1. O

The group G/H in the preceding corollary is the factor group (or quotient group) of
G by H. I

Since Z is an abelian group, nZ is a normal subgroup. Corollary 12.8 allows us to
construct the factor group Z/nZ. For any integer m, the division algorithm says that
m =nq+rforsome0 5 r < n.Therefore,m e r+nZ.SoZ/nZ = {k+nZ|0 5 k <
n}. Thus (1 + nZ) = Z/nZ, which implies that Z/nZ is cyclic and isomorphic with Z...

A
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Consider the abelian group R under addition, and let 0 e R+. The cyclic subgroup (c)
of IR contains as elements

---—3c,—20,—c,0,c,2c,3c,m.

Every coset of (0) contains just one element x such that 0 5 x < c. If we choose these
elements as representatives of the cosets when computing in R/ (c), we find that we are
computing their sum modulo 0 as discussed for the computation in R0 in Section 3.
For example, if c = 5.37, then the sum of the cosets 4.65 + (5.37) and 3.42 + (5.37)
is the coset 8.07 + (5.37), which contains 8.07 — 5.37 = 2.7, which is 4.65 +537 3.42.
Working with these coset elements x where 0 5 x < c, we thus see that the group RC
of Section 3 is isomorphic to R/ (c) under an isomorphism 1]! where 1/I(x) = x + (c) for
all x e R... Of course, R/ (c) is then also isomorphic to the circle group U of complex
numbers of magnitude 1 under multiplication. A

We have seen that the group Z/ (n) is isomorphic to the group Zn, and as a set,
Z,, = [0, l, 3,4, - - - ,n — l}, the set of nonnegative integers less than n. Example 12.11
shows that the group R/ (c) is isomorphic to the group 111,. In Section 3, we choose the
notation RC rather than the conventional [0, c) for the half-open interval of nonnegative
real numbers less than c. We did that to bring out now the comparison of these factor
groups of Z with these factor groups of R.

Homomorphisms and Factor Groups
We learned that the kernel of any homomorphism ¢ : G —> G’ is a normal subgroup of
G. Do all normal subgroups arise in this way? That is, for any normal subgroup H 51 G,
is there a group homomorphism q) : G —> G’ for some group G’ such that H is the kernel
of G? The answer to the question is yes as we see in Theorem 12.12.

Let H be a normal subgroup of G. Then y : G —> G/H given by y(x) =xH is a
homomorphism with kernel H.

Let x,y e G. Then

7000 = (xy)H = (xH)(yH) = VOW/0’).
so y is a homomorphism. Since xH = H if and only ifx e H, we see that the kernel of
y is indeed H. 0

Since the kernel of any homomorphism ¢ : G —> G’ is a normal subgroup, it is
natural to ask how the factor group G/Ker(¢) is related to 6’. Theorem 12.12 and the
next example illustrate that there is a very strong connection.

(Reduction Modulo n) Let 4: : Z —> Z, be defined by letting ¢(m) be the remainder
when m is divided by n. We check that 4: is a group homomorphism. Let m1,m2 e Z
and suppose that the division algorithm gives us

m1 = nq1 + n and

M2 = nqz + r2.

Then m1 +mz = n(q1+q2)+ r1 + r2. Ifr1+ r2 < n, then

(#0111 + m2) = 1‘1 + r2 = ¢(m1)+n ¢(m2)-
Outheothcrhand,ifr1+r2 z n, then m +M2 =n(q1+q2+1)+(r1+r2 —n) and
0 5 r1 + r2 — n < n, which implies

¢(m1 + m2) = r1 + r2 — n = ¢(m1)+n ¢(m2)-
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The kernel of 43 is the set of all the multiples ofn, 712. So Z/Ker(¢) = Z/nZ, which
is isomorphic to Z". A

The previous example is a special case of the Fundamental Homomorphism
Theorem.

(The Fundamental Homomorphism Theorem) Let :1) : G —> G’ be a group ho-
momorphism with kernel H. Then ¢[G] is a group, and u. : G/H —> ¢[G] given by
[1.(gH) = ¢(g) is an isomorphism. If y : G —> 6/11 is the homomorphism given by
y(g) = gH, then (Mg) = [rm/(g) for each g e G.

Theorem 8.5 says that ¢[G] is a subgroup of 6’. Theorem 10.17 shows that the map
[1. : G/H —> ¢[G] is well defined. We show u. is a homomorphism. Let aH,bH e G/H.
Then M((aH)(bH)) = ”((111011) = (Nab) = ¢(a)¢(b) = #(aH)It(bH)- Since 45 maps G
onto ¢[G], [1. maps G/H onto ¢[G]. To show that u. is one-to-one, we compute the
kernel of u. Since [1.(aH) = ¢(a), the kernel of y. is {aH | ¢(a) = e’}. But ¢(a) = e’ if
and only if a e Ker(¢) = H. So Ker(u.) = {H} which is the trivial subgroup of G/H. By
Corollary 10.19 p. is one-to-one, which completes the proof that u is an isomorphism.

We next turn to the final statement of the theorem. Let g e G. Then

¢(g) = #(gH) = #(y(g)) = mm).

o

The Fundamental Homomorphism Theorem is sometimes called the First Isomor-
phism Theorem. As the name suggests, there are other related theorems. In fact we
will prove two others, the Second Isomorphism Theorem and the Third Isomorphism
Theorem, in Section 16.

Theorem 12.14 states that ¢(g) = uoy(g). This can be visualized in Figure 12.15.
If we start with an element g e G, and map it to ¢(g), we get the same result as first
mapping g to y(g) and then mapping y(g) to uoy(g). When we have a situation like
this, we say that the map ¢ can befactored as (b = uoy.

The isomorphism u. in Theorem 12.14 is referred to as a natural or canonical iso-
morphism, and the same adjectives are used to describe the homomorphism y. There
may be other isomorphisms and homomorphisms for these same groups, but the maps
[1. and y have a special status with ¢ and are uniquely determined by Theorem 12.14.

In summary, every homomorphism with domain G gives rise to a factor group G/H,
and every factor group G/H gives rise to a homomorphism mapping G into G/H. Ho-
momorphisms and factor groups are closely related. We give an example indicating how
useful this relationship can be.

12.15 Figure
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12.17 Theorem
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Homomorphisms and Factor Groups

Classify the group (Z4 x Z2)/({0} x Z2) according to the fundamental theorem of
finitely generated abelian groups (Theorem 9.12).

The projection map 711 : Z4 x Z2 —» Z4 given by 111(x, y) = x is a homomorphism of
Z4 x Z2 onto Z4 with kernel {0} x Z2. By Theorem 12.14, we know that the given
factor group is isomorphic to Z4. A

Normal Subgroups and Inner Automorphisms

We derive some alternative characterizations of normal subgroups, which often provide
us with an easier way to check normality than finding both the left and the right coset
decompositions.

Suppose that H is a subgroup of G such that ghg‘l e H for all g e G and all h e H.
Then gHg‘l = {ghg‘l |h e H} g H for all g e G. We claim that actually gHg‘l = H.
We must show that H g gHg‘l for all g e G. Let h e H. Replacing g by g‘1 in the re-
lation ghg‘l e H, we obtain g‘lh(g‘1)‘l = g‘lhg = hl where hl e H. Consequently,
h = ghlg“l e gHg", and we are done.

Suppose that gH = Hg for all g e G. Then gh = hlg, so ghg‘l e H for all g e G
and all h e H. By the preceding paragraph, this means that gHg‘l = H for all g e G.
Conversely, if gHg‘l = H for all g e G, then ghg’1 = h so gh = kg 6 Hg, and
gH g Hg. But also, g‘n = H giving g‘lhg = hz, so that hg = ghz and Hg g
gH.

The comments after Definition 12.3 show that the kernel of any homomorphism is
a normal subgroup of the domain. Also, Theorem 12.12 says that any normal subgroup
is the kernel of some homomorphism.

We summarize our work as a theorem.

The following are four equivalent conditions for a subgroup H of a group G to be a
normal subgroup of G.

1. ghg‘leorallgeGandheH.
2. gHg‘l = Hfor allg e G.
3. There is a group homomorphism ¢ : G —> G’ such that Ker(¢) = H.
4. gH=Hgforallge G.

Condition (2) of Theorem 12.17 is often taken as the definition of a normal subgroup
H of a group G. 0

Every subgroup H of an abelian group G is normal. We need only note that gh = hg for
allh eHandallg e G, so,ofcourse,ghg‘1 =h e Hforallg e Gandallh 6H. A

If G is a group and g e G, then the map is : G —> G defined by is(x) = gxg‘l is
a group homomorphism since is(xy) = gxyg‘1 = stptgf‘gyg‘l = is(x)is(x). We see that
gag‘1 = gbg‘1 if and only if a = b, so is is one-to-one. Since g(g“yg)g‘1 = y, we see
that is is onto G, so it is an isomorphism of G with itself.

An isomorphism 4) : G —> G of a group G with itself is an automorphism of G. The
automorphism is : G —> G, where is(x) = gxg—l for all x e G, is the inner automor-
phism of G by g. Perfomiing is on x is called conjugation ofx by g. I

The equivalence of conditions (1) and (2) in Theorem 12.17 shows that gH = Hg
for all g e G if and only if is[H] = H for all g e G, that is, if and only ifH is invariant
under all inner automorphisms of G. It is important to realize that is[H] = H is an
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equation in sets; we need not have ig(h) = h for all h e H. That is is may perform a
nontrivial permutation of the set H. We see that the normal subgroups of a group G are
precisely those that are invariant under all inner automorphisms. A subgroup K of G is
a conjugate subgroup of H if K = ig[H] = gHg‘l for some g e G.

l EXERCISES 12

Computations

In Exercises 1 through 8, find the order of the given factor group.

1. Z6/(3) 2- (Z4 x l)/((2) X (2))
3. (Z4 x I’D/((2, 1)) 4- (Za x Zs)/({Ol >< Zs)
5. (Z: X Zs)/((1,1)) 6- (250 X s)/((15, 15))
7. (7/26 x Z15)/((1.1)) 8- (28 x Ss)/((2,(1,2.3)))

In Exercises 9 through 15, give the order of the element in the factor group.

9. 5+ (4) mZ12/(4) 10. 26+ (12) inZGo/(IZ)

11- (2. 1)+ ((1, 1)) in (Zs X Zs)/((1,1)) 12- (3. 1) + ((1. 1)) in (Z4 X Z4)/((1,1))
13. (2. 3) + ((0, 3)) in (Z10 x Z4)/ ((0. 3)) 14- (2. 5) + ((1.2)) in (Z3 X Za)/((1,2))
15- (2.0) + ((4,4)) in (Z6 X Z8)/ ((4, 4))
16. Compute ip[H] for the subgroup H = {1, u} of the dihedral group D3.

Concepts

In Exercises 17 through 19, correct the definition of the italicized term without reference to the text, if correction
is needed, so that it is in a form acceptable for publication.

17. A normal subgroup H of G is one satisfying hG = Gh for all h e H.

18. A normal subgroup H of G is one satisfying g‘lhg e H for all h e H and all g e G.
19. An automorphism of a group G is a homomorphism mapping G into G.
21). What is the importance of a normal subgroup of a group G?

Students often write nonsense when first proving theorems about factor groups. The next two exercises are designed
to call attention to one basic type of error.

21. A student is asked to show that if H is a normal subgroup of an abelian group G, then G/H is abelian. The
student’s proof starts as follows:
We must show that G/H is abelian. Let a and b be two elements of G/H.
8. Why does the instructor reading this proof expect to find nonsense from here on in the student’s paper?
b. What should the student have written?
c. Complete the proof.

22. A torsion group is a group all of whose elements have finite order. A group is torsion free if the identity is
the only element of finite order. A student is asked to prove that if G is a torsion group, then so is G/H for
every normal subgroup H of G. The student writes

We must show that each element of G/H is of finite order. Let x e G/H.
Answer the same questions as in Exercise 21.

23. Determine whether each of the following is true or false.
:1. It makes sense to speak of the factor group G/N if and only if N is a normal subgroup of the

group G.
b. Every subgroup of an abelian group G is a normal subgroup of G.
c. The only automorphism of an abelian group is the identity map.
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d. Every factor group of a finite group is again of finite order.
e. Every factor group of a torsion group is a torsion group. (See Exercise 22.)
f. Every factor group of a torsion-free group is torsion free. (See Exercise 22.)
g, Every factor group of an abelian group is abelian.
h. Every factor group of a nonabelian group is nonabelian.
i. Z/nZ is cyclic of order n.
j. lR/nIR is cyclic of order n, where nIR = {nrl r 6 JR} and R is under addition.

Theory
24. Let G] and 62 be groups and n1 : G; x 02 —> G] be the function defined by m(a, b) = a. Prove that in is a

homomorphism, find Min), and prove (Gl x Gz)/Ker(7r1) is isomorphic to 61.

25. Let G] and 62 be groups and q) : G] x 62 —> 61 x 62 be the function defined by ¢(a, b) = (a, «22) where e2 is
the identity in G2. Prove that d: is a homomorphism, find Ker(¢), and prove (G1 x G2)/Ker(¢) is isomorphic
to G] .

26. Complete the proof of Theorem 12.7 by showing that if H is a subgroup of a group G and if left coset
multiplication (aH)(bH) = (ab)H is well defined, then Ha g aH.

27. Prove that the torsion subgroup T of an abelian group G is a normal subgroup of G, and that G/T is torsion
free. (See Exercise 22.)

28. A subgroup H is conjugate to a subgroup K of a group G if there exists an inner automorphism [3 of G such
that is [H] = K. Show that conjugacy is an equivalence relation on the collection of subgroups of G.

29. Characterize the normal subgroups of a group G in terms of the cells where they appear in the partition given
by the conjugacy relation in the preceding exercise.

30. Find all subgroups of D3 that are conjugate to H = {1, [1,}. (See Exercise 28.)

31. (Evaluation Homomorphism) Let F be the set of all functions mapping the real numbers to the real num-
bers and let c e R. The sum of two funcfionsf + g is the function defined by (f + g)(x) =f(x) + g(x). Func-
tion addition makes F a group. Let ¢c : F —> ]R be defined by ¢c(f) =f(c).

a. Show that ¢c is a group homomorphism.
b. Find Ker(¢c).
c. Identify the coset of Ker(¢c) that contains the constant functionf(x) = l.
d. Find a well-known group that is isomorphic with F/Ker(¢c). Use the Fundamental Homomorphism Theo-

rem to prove your answer.

32. Let H be a normal subgroup ofa group G, and let m = (G : H). Show that a"l e H for every a e G.
33. Show that an intersection of normal subgroups of a group G is again a normal subgroup of G.
34. Given any subset S of a group G, show that it makes sense to speak of the smallest normal subgroup that

contains S. [Hint: Use Exercise 33.]

35. Let G be a group. An element of G that can be expressed in the form aba‘lb‘l for some a,b e G is a
commutator in G. The preceding exercise shows that there is a smallest normal subgroup C of a group G
containing all commutators in G; the subgroup C is the commutator subgroup of G. Show that G/C is an
abelian group.

36. Show that if a finite group G has exactly one subgroup H of a given order, then H is a normal subgroup of G.
37. Show that ifH and N are subgroups of a group G, and N is normal in G, then H n N is normal in H. Show by

an example that H n N need not be normal in G.
38. Let G be a group containing at least one subgroup of a fixed finite order s. Show that the intersection of all

subgroups of G of order sis a normal subgroup of G. [Hint: Use the fact that if H has order s, then so does
x—l for all x e G.]
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39. a. Show that all automorphisms of a group G form a group under function composition.
I). Show that the inner automorphisms of a group G form a normal subgroup of the group ofall automorphisms

of G under function composition. [Warning: Be sure to show that the inner automorphisms do form a
subgroup]

40. Show that the set of all g e G such that ig : G —> G is the identity inner automorphism it is a normal subgroup
of a group G.

41. Let G and G’ be groups, and let H and H’ be normal subgroups of G and G’, respectively. Let ¢ be a homo-
morphism of G into 6’. Show that d) induces a natural homomorphism (15,. : (G/H) —> (G’/H’) if ¢[H] g H’.
(This fact is used constantly in algebraic topology.)
Use the properties det(AB) = det(A) - det(B) and det(ln) = 1 for n x n mauices to show the n x n matrices
with determinant :i:l form a normal subgroup of GL(n, IR).

43. Let G be a group, and let 9 (G) be the set of all subsets of G. For any A,B e 9 (G), let us define the product
subsetAB = {abla e A,b e B}.

a. Show that this multiplication of subsets is associative and has an identity element, but that 9 (G) is not a
group under this operation.

I). Show that if N is a normal subgroup of G, then the set of cosets of N is closed under the above operation
on 9 (G), and that this operation agrees with the multiplication given by the formula in Corollary 12.8.

c. Show (without using Corollary 12.8) that the cosets of N in G form a group under the above operation. Is
its identity element the same as the identity element of9 (G)?

42

- FACTOR-GROUP COMPUTATIONS AND SIMPLE GROUPS

Factor groups can be a tough topic for students to grasp. There is nothing like a bit
of computation to strengthen understanding in mathematics. We start by attempting to
improve our intuition concerning factor groups. Since we will be dealing with normal
subgroups throughout this section, we often denote a subgroup of a group G by N rather
than by H.

Let N be a normal subgroup of G. In the factor group G/N, the subgroup N acts
as identity element. We may regard N as being collapsed to a single element, either to
0 in additive notation or to e in multiplicative notation. This collapsing of N together
with the algebraic structure of G require that other subsets of G, namely, the cosets of
N, also each collapse into a single element in the factor group. A visualization of this
collapsing is provided by Fig. 13.1. Recall from Theorem 12.12 that y : G —> G/N
defined by y(a) = aN for a e G is a homomorphism of G onto G/N. We can view
the “line” G/N at the bottom of Figure 13.1 as obtained by collapsing to a point each
coset of N in a copy of G. Each point of G/N thus corresponds to a whole vertical line

: ii" In» D:
| | | | |
| | | | |
| | | | |
| | I | I

(IN N bN (cN)(bN) (ab)N cN

= (chm = (aN)(bN)
13.1 Figure

G/N
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segment in the shaded portion, representing a coset ofN in G. It is crucial to remember
that multiplication of cosets in G/N can be computed by multiplying in G, using any
representative elements of the cosets as shown in the figure.

Additively, two elements of G will collapse into the same element of G/N if they
differ by an element of N. Multiplicatively, a and b collapse together if ab‘l is in N.
The degree of collapsing can vary from nonexistent to catastrophic. We illustrate the
two extreme cases by examples.

The trivial subgroup N = {0} of Z is, of course, a normal subgroup. Compute Z/{O}.

Since N = {0} has only one element, every coset ofN has only one element. That is, the
cosets are of the form {m} for m e Z. There is no collapsing at all, and consequently,
Z/{O} 2 Z. Each m e Z is simply renamed {m} in Z/{O}. A

Let n be a positive integer. The set nR = {nrl r e R} is a subgroup of R under addition,
and it is normal since R is abelian. Compute R/nR.

A bit of thought shows that actually nIR = R, because each x e R is of the form n(x/n)
and x/n e R. Thus 111/a has only one element, the subgroup nR. The factor group is a
trivial group consisting only of the identity element. A

As illustrated in Examples 13.2 and 13.3 for any group G, we have G/{e} 2 G
and G/G 2 {e}, where {e} is the trivial group consisting only of the identity element e.
These two extremes of factor groups are of little importance. We would like knowledge
of a factor group G/N to give some information about the structure of G. If N = {e},
the factor group has the same structure as G and we might as well have tried to study
G directly. IfN = G, the factor group has no significant structure to supply information
about G. If G is a finite group and N aé {e} is a normal subgroup of G, then G/N is a
smaller group than G, and consequently may have a more simple structure than G. The
multiplication of cosets in G/N reflects the multiplication in G, since products of cosets
can be computed by multiplying in G representative elements of the cosets.

We give two examples showing that even when G/N has order 2, we may be able
to deduce some useful results. If G is a finite group and G/N has just two elements, then
we must have |G| = 2|N|. Note that every subgroup H containing just half the elements
of a finite group G must be a normal subgroup, since for each element a in G but not in
H, both the left coset aH and the right coset Ha must consist of all elements in G that are
not in H. Thus the left and right cosets of H coincide and H is a normal subgroup of G.

Because |S,.| = 2|A,.|, we see that An is a normal subgroup of Sn, and S,,/A,. has order
2. Let a be an odd permutation in S... so that S, /A,, = {Am 0A,}. Renaming the element
A,l “even” and the element 0A,. “odd,” the multiplication in S,./A,l shown in Table 13.5
becomes

(even)(even) = even (odd)(cven) = odd
(even)(odd) = odd (odd)(odd) = even.

Thus the factor group reflects these multiplicative properties for all the permutations in
S”. A

Example 13.4 illustrates that while knowing the product of two cosets in G/N does
not tell us what the product of two elements of G is, it may tell us that the product in G
of two types of elements is itself of a certain type.
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(The Converse of the Theorem of Lagrange is False) Recall that the Theorem of
Lagrange states that the order of a subgroup of a finite group G must divide the order of
G. We are now in a position to demonstrate that although the group A4 has 12 elements
and 6 divides 12, A4 has no subgroup of order 6.

Suppose that H were a subgroup of A4 having order 6. As observed before in Ex-
ample 13.4, it would follow that H would be a normal subgroup of A4. Then A4/H
would have only two elements, H and 0H for some a 6 A4 not in H. Since in a group
of order 2, the square of each element is the identity, we would have HH = H and
(oH)(oH) = H. Now computation in a factor group can be achieved by computing
with representatives in the original group. Thus, computing in A4, we find that for each
a e H we must have a2 e H and for each fl 6 0H we must have fl2 6 H. That is, the
square of every element in A4 must be in H. But in A4, we have

(1,2,3)=(1,3,2)2 and (1,3,2)=(1,2,3)2
so (1, 2, 3) and (1, 3, 2) are in H. A similar computation shows that (1, 2, 4), (l, 4, 2),

(1. 3. 4), (l, 4, 3), (2, 3, 4), and (2, 4, 3) are all in H. This shows that there must be at
least 8 elements in H, contradicting the fact that H was supposed to have order 6. A

We now turn to several examples that compute factor groups. If the group we start
with is finitely generated and abelian, then its factor group will be also. Computing such
a factor group means classifying it according to the fundamental theorem (Theorem 9.12
or Theorem 9.14).

Let us compute the factor group (Z4 x Z6)/ ((0, 1)). Here ((0, 1)) is the cyclic subgroup
H of Z4 x Z5 generated by (0, 1). Thus

H = {(0, 0). (0. 1), (0. 2). (0, 3). (0. 4), (0, 5)}-
Since Z4 x Z6 has 24 elements and H has 6 elements, all cosets of H must have
6 elements, and (Z4 x Z5)/H must have order 4. Since Z4 x Z, is abelian, so is
(Z4 x Z6)/H (remember, we compute in a factor group by means of representatives
from the original group). In additive notation, the cosets are

H=(0,0)+H, (1,0)+H, (2,0)+H, (3,0)+H.

Since we can compute by choosing the representatives (0, 0), (1, 0), (2, 0), and (3, 0), it
is clear that (Z4 x Z6)/H is isomorphic to Z4. Note that this is what we would expect,
since in a factor group modulo H, everything in H becomes the identity element; that is,
we are essentially setting everything in H equal to zero. Thus the whole second factor
Z5 of Z4 X Z6 is collapsed, leaving just the first factor Z4. A

Example 13.7 is a special case of a general theorem that we now state and prove.
We should acquire an intuitive feeling for this theorem in terms of collapsing one ofthe
factors to the identity element.

Let G=H x K be the direct produc_t of groups H and K. Then H: {(h,e)|h e H}
is a_normal subgroup of G. Also G/H is isomorphic to K in a natural way. Similarly,
G/K : H in a natural way.

(_Ionsider the homomorphism n2 : H x K —> K, where 112(h, k) = k. Because Ker(rrz) =
H, we see that H is a npnnal subgroup of H x K. Because :12 is onto K, Theorem 12.14
tells us that (H x K)/H 2 K. Q

We continue with additional computations of abelian factor groups. To illustrate
how easy it is to compute in a factor group if we can compute in the whole group, we
prove the following theorem.
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If G is a cyclic group and N is a subgroup of G, then G/N is cyclic.

Let G be a cyclic group, so (a) = G for some a e G. Let N be any subgroup of G. Since
G is abelian, N is a normal subgroup of G. We compute the cyclic subgroup of G/N
generated by aN.

<aN> ={(aN)”lneZ}={a"N|neZ}
Since{a"|neZ}=G,

{a"N|neZ}={gN|geG}.

So (aN) contains every coset of G and we see that G/N is cyclic m'th generator (aN).
9

Let us compute the factor group (Z4 x Z5)/ ((0, 2)). Now (0, 2) generates the subgroup

H = {(0, 0), (0, 2). (0, 4)}
of Z4 X Z5 of order 3. Here the first factor Z4 of Z4 x Z; is left alone. The Z6 factor,
on the other hand, is essentially collapsed by a subgroup of order 3, giving a factor group
in the second factor of order 2 that must be isomorphic to Z2. Thus (Z4 x Z6)/ ((0, 2))
is isomorphic to Z4 x Z2.

We can verify that (Z4 x Z5)/((0,2)) is isomorphic to Z4 x Z2 by using Theo-
rem 12.14. We need ahomomorphism ¢ : Z4 x Z5 —> Z4 x Z2 that is onto, with kernel
((0, 2)). Defining (1) by ¢(a, b) = (0, r) where r is the remainder when b is divided by 2
does the trick. A

Let us compute the factor group (Z4 x Z5)/((2, 3)). Be canefizl! There is a great temp-
tation to say that we are setting the 2 of Z4 and the 3 of Z6 both equal to zero, so that
Z4 is collapsed to a factor group isomorphic to Z2 and Z; to one isomorphic to Z3,
giving a total factor group isomorphic to Z2 x Z3. This is wrong! Note that

H = ((2, 3)) = {(0.0). (2. 3)}
is of order 2, so (Z4 x Z5)/((2, 3)) has order 12, not 6. Setting (2, 3) equal to zero does
not make (2, 0) and (0, 3) equal to zero individually, so the factors do not collapse
separately.

The possible abelian groups of order 12 are Z4 X Z3 and Z2 x Z2 x Z3, and we
must decide to which one our factor group is isomorphic. These two groups are most
easily distinguished in that Z4 x Z3 has an element of order 4, and Z2 x Z2 x Z3 does
not. We claim that the coset (1, 0) + H is of order 4 in the factor group (Z4 x Z5)/H.
To find the smallest power of a coset giving the identity in a factor group modulo H, we
must, by choosing representatives, find the smallest power of a representative that is in
the subgroup H. Now,

4(1,0) = (1,0) + (1,0) + (1,0) + (1,0) = (0,0)

is the first time that (1 , 0) added to itself gives an element ofH. Thus (Z4 x Z6)/ ((2, 3))
has an element of order 4 and is isomorphic to Z4 x Z3 or Z12.

We can use Theorem 12.14 to verify that (Z4 x Z5)/((2, 3)) is isomorphic to Z12,
although it is a little challenging to see what the homomorphism q) : Z4 x Z; —) Z12
should be. We define a) : Z4 x Z6 —> Z12 by setting ¢(a, b) = 3a +12 (12 — 2b). Here
we interpret 3a and 2b as integer multiplication, so 0 5 3a < 12 and 0 5 2b < 12.
The map (ii is a homomorphism, but this takes some checking, which we leave to
the reader. Also, Ker(¢) = {(a, b) e Z4 X Z6 | 3a = 2b} = {(0, 0), (2, 3)} = ((2,3)). We
also see that ¢(1, 1) = l, which implies that ¢ maps onto Z12. By the Fundamental
Homomorphism Theorem, (Z4 x Z6)/((2, 3)) is isomorphic to Z12. A
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13.12 Example Let us compute (that is, classify as in Theorem 9.12) the group (Z X Z)/ ((1, 1)). We may
visualize Z X Z as the points in the plane with both coordinates integers, as indicated
by the dots in Fig. 13.13. The subgroup ((1, 1)) consists of those points that lie on the
45° line through the origin, indicated in the figure. The coset (l, 0) + ((1, 1)) consists of
those dots on the 45° line through the point (1, 0), also shown in the figure. Continuing,
we see that each coset consists of those dots lying on one of the 45° lines in the figure.
We may choose the representatives

-~- , (—3, 0), (—2,0), (-1,0), (0, 0), (1, 0), (2,0), (3, 0),- --
of these cosets to compute in the factor group. Since these representatives correspond
precisely to the points of Z on the x-axis, we see that the factor group (Z x Z)/ ((1, 1))
is isomorphic to Z.

Again, we can use the Fundamental Homomorphism Theorem as another method
of computing this group. We let ()5 : Z x Z —> Z be defined by ¢(n, m) = n — m.
It is easy to verify that q) is a homomorphism, :1) maps onto Z, and Ker(¢) =
{(n,m) e Z X Z | n = m} = ((1, 1)). So by the Fundamental l-lomomorphism Theo-
rem, (Z X Z)/((1,1)) is isomorphic to Z. Furthermore, an isomorphism is given by
“((n, m) + ((1, 1))) = n—m. This is the same isomorphism that we saw above. A

/ 5

—4-5 //
13.13 Figure

13.14 Example We now compute (Z x Z)/ ((2, 4)). This is similar to Example 13.12, but there is a little
twist to this one. In this example, we know that the factor group has an element with or-
der 2, since (1, 2) ¢ ((2,4)), but (1, 2) + (1, 2) e ((2, 4)). Furthermore, (Z x Z)/((2,4))
has an element (1, 0) + ((2, 4)) with infinite order since (u, 0) ¢ ((2, 4)) for any n E Z+.
Figure 13.15 illustrates the situation. Along the line y = 2x only every other lattice point
is in ((2, 4)). These points are filled dots in the figure. Each line with slope two contains
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two cosets, one indicated with solid dots and one with hollow dots. Adding (l, 2) moves
the solid dot cosets to the hollow dot cosets and the hollow dot cosets to the solid dot
cosets while staying on the same line. Adding (0, 1) moves a coset from one line to the
next. We may choose coset representatives

- - ., (0, -3). (0, -2), (0, -1), (0, 0), (0, 1), (0, 2), (0, 3), . - .
for the solid dot cosets and

..., (l, —3), (l, -2), (1, —l), (l, 0),(1,1),(1, 2), (1, 3), . -.
for the hollow dot cosets. So it seems that we have two copies of the integers, one with
a zero in the first coordinate and one with a one in the first coordinate. This leads us to
guess that (Z x Z)/((2, 4)) is isomorphic with Z2 x Z.

To verify that our guess is correct, we seek a homomorphism ¢ : Z x Z —-> Z2 x Z
that maps onto Z2 x Z and whose kernel is ((2,4)). We let ¢(a, b) = (r,2a — b) where
r is the remainder when a is divided by 2. It is easy to check that ¢ is a homomorphism.
Furthermore, ¢(0, —l) = (0,1) and ¢(1,2) = (1,0), which implies that ¢ maps onto
Z x Z2. It remains to compute Ker(¢).

Ker(¢) = {(a, b) I b = 2a and a is even} = {(2n, 4n) | n e Z} = ((2,4)).

Thus (Z x Z)/((2,4)) is isomorphic to Z x Z2 by the Fundamental Homomorphism
Theorem. Furthermore, an isomorphism y. : (Z x Z)/((2,4)) —> Z; X Z is defined by
the formula u((a, b) + ((2, 4))) = (r, 2a — b) where r is the remainder when a is divided
by 2. A
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Simple Groups

As we mentioned in the preceding section, one feature of a factor group is that it gives
crude information about the structure of the whole group. Of course, sometimes there
may be no nontn'vial proper normal subgroup. For example, Lagrange’s Theorem shows
that a group of prime order can have no nontrivial proper subgroup of any sort.
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A group is simple if it is nontrivial and has no proper nontrivial normal subgroup. I

The alternating group A” is simple for n 2 5.

See Exercise 41 . 9

There are many simple groups other than those given above. For example, A5 is of
order 60 and A6 is of order 360, and there is a simple group of nonprime order, namely
168, between these orders.

The complete determination and classification of all finite simple groups is one
of the mathematical triumphs of the twentieth century. Hundreds of mathematicians
worked on this task from 1950 to 1980. It can be shown that a finite group has a sort of
factorization into simple groups, where the factors are unique up to order. The situation
is similar to the factorization of positive integers into primes. The knowledge of all
finite simple groups can be used to solve some problems of finite group theory and
combinatorics.

We have seen in this text that a finite simple abelian group is isomorphic to Z],
for some prime p. In 1963, Thompson and Feit [21] published their proof of a long-
standing conjecture of Burnside, showing that every finite nonabelian simple group is
of even order. Further great strides toward the complete classification were made by
Aschbacher in the 1970s. Early in 1980, Griess announced that he had constructed a
predicted “monster” simple group of order

808, 017, 424, 794, 512, 875, 886, 459, 904, 961, 710, 757, 005, 754, 368,

Aschbacher added the final details of the classification in August 1980. The research
papers contributing to the entire classification fill roughly 5000 journal pages.

We turn to the characterization of those normal subgroups N of a group G for which
G/N is a simple group. First we state an addendum to Theorem 8.5 on properties of a
group homomorphism. The proof is left to Exercises 37 and 38.

Let ¢ : G —> G’ be a group homomorphism. IfN is a normal subgroup of G, then ¢[N]
is a normal subgroup of ¢[G]. Also, ifN’ is a normal subgroup of ¢[G], then ¢‘1[N’] is
a normal subgroup of G. 9

Theorem 13.18 should be viewed as saying that a homomorphism ¢ : G —> 6’ pre-
serves normal subgroups between G and ¢[G]. It is important to note that ¢[N] may
not be normal in 0’, even though N is normal in G. For example, 4) : Z; —> S3, where
¢(0) = l and ¢(1) = (1, 2) is a homomorphism, and Z2 is a normal subgroup of itself,
but {t, (l, 2)} is not a normal subgroup of S3.

We can now characterize when G/N is a simple group.

A maximal normal subgroup of a group G is a normal subgroup M not equal to G
such that there is no proper normal subgroup N of G properly containing M. I

M is a maximal normal subgroup of G if and only if G/M is simple.

Let M be a maximal normal subgroup of G. Consider the canonical homomorphism
y : G —> G/M given by Theorem 12.12. Now y“ of any nontrivial proper normal sub-
group of G/M is a proper normal subgroup of G properly containing M. But M is max-
imal, so this cannot happen. Thus G/M is simple.

Conversely, Theorem 13.18 shows that if N is a normal subgroup of G properly
containing M, then y[N] is normal in G/M. If also N 9E G, then

YIN] 9E G/M and HIV] 75 {M}-
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Thus, if G/M is simple so that no such y[N] can exist, no such N can exist, and M is
maximal. O

The Center and Commutator Subgroups

Every nonabelian group G has two important normal subgroups, the center Z(G) of
G and the commutator subgroup C of G. (The letter Z comes from the German word
zentrum, meaning center.) The center Z(G) is defined by

Z(G)={ze Glzg=norallgeG}.

Exercise 59 of Section 5 shows that Z(G) is an abelian subgroup of G. Since for each g e
G and z e Z(G) we have gzg‘l = zgg" = ze = z, we see at once that Z(G) is a normal
subgroup of G. If G is abelian, then Z(G) = G; in this case, the center is not useful.

The center of a group G always contains the identity element e. It may be that Z(G) =
{e}, in which case we say that the center of G is trivial. For example, examination of
Table 4.15 for the group S3 shows us that Z(Sg) = {l}, so the center of $3 is trivial. (This
is a special case of Exercise 40, which shows that the center of every nonabelian group
of order pq for primes p and q is trivial.) Consequently, the center of 53 x Zs must be
{l} x Z5, which is isomorphic to ZS. A

Turning to the commutator subgroup, recall that in forming a factor group of G
modulo a normal subgroup N, we are essentially putting every element in G that is in
N equal to e, for N forms our new identity in the factor group. This indicates another
use for factor groups. Suppose, for example, that we are studying the structure of a non-
abelian group G. Since Theorem 9.12 gives complete information about the structure
of all finitely generated abelian groups, it might be of interest to try to form an abelian
group as much like G as possible, an abelianized version of G, by starting with G and
then requiring that ab = ba for all a and b in our new group structure. To require that
ab = ba is to say that aba‘lb‘l = e in our new group. An element aba‘lb‘l in a group
is a commutator of the group. Thus we wish to attempt to form an abelianized ver-
sion of G by replacing every commutator of G by e. By the first observation of this
paragraph, we should then attempt to form the factor group of G modulo the smallest
normal subgroup we can find that contains all commutators of G.

Let G be a group. The set of all commutators aba‘lb‘1 for a,b e G generates a sub-
group C (the commutator subgroup) of G. This subgroup C is a normal subgroup of G.
Furthermore, ifN is a normal subgroup of G, then G/N is abelian if and only if C 5 N.

The commutators certainly generate a subgroup C; we must show that it is normal in
G. Note that the inverse (zzba‘lb‘l)‘1 of a commutator is again a commutator, namely,
bub—1a". Also e = eee‘le‘l is a commutator. Theorem 7.7 then shows that C consists
precisely of all finite products of commutators. Forx e C, we must show that g‘lxg e C
for all g e G, or that if x is a product of commutators, so is g‘lxg for all g e G. By
inserting e = gg" between each product of commutators occurring in x, we see that it
is sufficient to show for each commutator cdc‘ld‘1 that g‘1(cdc‘1d‘1)g is in C. But

g‘1(cdc‘1d‘1)g = (g“cdc“)(e)(d“g)
= (g“cdc“)(gd“dg‘1)(d“‘g)
= [(g"c)d(g“c)‘1zr‘1[dg“zr‘g1.

which is in C. Thus C is normal in G.
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The rest of the theorem is obvious if we have acquired the proper feeling for factor
groups. One doesn’t visualize in this way, but writing out that G/C is abelian follows
from

(aC)(bC) = abC = ab(b"a"ba)C
= (abb-la-1)bac = baC = (bC)(aC).

Furthermore, ifN is a normal subgroup of G and G/N is abelian, then (a'lN)(b'1N) =
(b‘lN)(a'1N); that is, aba'lb"N = N, so aba'lb‘l e N, and C S N. Finally, if C 5
N, then

(aN)(bN) = abN = ab(b"a"ba)N
= (abb-'a-1)baN = baN = (bN)(aN).

13.23 Example Using cycle notation in the symmetric group 53, one commutator is

(1.2.3)(2.3)(1.2.3)_1(2, 3)_1 = (1.2.3)(2,3)(1,3,2)(2,3) = (1,3,2)-
So the commutator subgroup C contains ((1,3,2)) = A3, the alternating group. Since
S3/A3 is abelian (isomorphic with Z2), Theorem 13.22 says that C 5 A3. Therefore, A3
is the commutator subgroup. A

I EXERCISES 13

Computations
In Exercises 1 through 14, classify the given group according to the fundamental theorem of finitely generated
abelian groups.

1. (2/2 x Z4)/((0,1)) 2- (Z2 x Z4)/ ((0. 2))
3. (2/2 x Z4)/((1,2)) 4. (Z4 x lav/((1.2))
5. (Z4 x Z4 x Zs)/((1,2.4)) 6. (Z x Z)/((0,1))
7. (z x Z)/((0,2)) s. (z x z x Z)/((1,1, 1))
9. (Z x Z x z4)/((3,o,0)) 10. (z x z x zs)/((o, 4, 0))

11. (z x Z)/((2, 2)) 12. (z x z x Z)/((3,3, 3))
13. (z x Z)/((2, 6)) 14. (z x z x zq)/((1, 1,1»
15. Find both the center and the commutator subgroup of D4.
16. Find both the center and the commutator subgroup of Z3 x 53.
17. Find both the center and the commutator subgroup of 53 x D4.
18. Describe all subgroups of order 5 4 of Z4 X Z4, and in each case classify the factor group of Z4 x Z4 modulo

the subgroup by Theorem 9.12. That is, describe the subgroup and say that the factor group ofZ4 x Z4 modulo
the subgroup is isomorphic to Z; x Z4, or whatever the case may be. [Hint: Z4 x Z4 has six different cyclic
subgroups oforder 4. Describe them by giving a generator, such as the subgroup ((1, 0)). There is one subgroup
of order 4 that is isomorphic to the Klein 4-group. There are three subgroups of order 2.]

Concepts

In Exercises 19 and 20, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

19. The center of a group G contains all elements of G that commute with every element of G.
20. The commutator subgroup of a group G is {a‘1b_lab | a, b e G}.
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2]. Determine whether each of following is true or false.

a. Every factor group of a cyclic group is cyclic.
I). A factor group of a noncyclic group is again noncyclic.
c. lR/Z under addition has no element of order 3.
d. lR/Q under addition has no element of order 2.
e. lR/Z under addition has an infinite number of elements of order 4.
f. If the commutator subgroup C of a group G is {e}, then G is abelian.
g. If G/H is abelian, then the commutator subgroup C of G contains H.
h. The commutator subgroup of a simple group G must be G itself.
i. The commutator subgroup of a nonabelian simple group G must be G itself.
j. All nontrivial finite simple groups have prime order.

In Exercises 22 through 25, let F be the additive group of all functions mapping 1R into R. and let P“ be the
multiplicative group of all elements of F that do not assume the value 0 at any point of IR.

22. Let K be the subgroup of F consisting of the constant functions. Find a subgroup of F to which F/K is
isomorphic.

23. Let K“ be the subgroup of F“ consisting of the nonzero constant functions. Find a subgroup of F" to which
F“/K* is isomorphic.

24. Let K be the subgroup of continuous functions in F. Can you find an element of F/K having order 2? Why or
why not?

25. Let K“ be the subgroup of F* consisting of the continuous functions in F*. Can you find an element of F*/K"
having order 2? Why or why not?

In Exercises 26 through 28, let U be the multiplicative group {z e C I |z| = 1}.

26. Letzo e U. Show thato = {zoz | z e U} is a subgroup of U, and compute U/o.
27. To what group we have mentioned in the text is U/ (— 1) isomorphic?
28. Let {n = cos(27r/n) + i sin(21r/n) where n e 2+. To what group we have mentioned is U/(43.) isomorphic?
29. To what group mentioned in the text is the additive group R/Z isomorphic?
30. Give an example of a group G having no elements of finite order greater than 1 and a normal subgroup H 31 G,

H ;E G, so that in G/H every element has finite order.
31. Let H and K be normal subgroups of a group G. Give an example showing that we may have H 2 K while

6/11 is not isomorphic to G/K.
32. Describe the center of every simple

a. abelian group
b. nonabelian group.

33. Describe the commutator subgroup of every simple

a. abelian group
b. nonabelian group.

Proof Synopsis

34. Give a one-sentence synopsis of the proof of Theorem 13.9.
35. Give at most a two—sentence synopsis of the proof of Theorem 13.20.

Theory

36. Show that if a finite group G contains a nontrivial subgroup of index 2 in G, then G is not simple.
37. Let 4) : G —> G’ be a group homomorphism, and let N be a normal subgroup of G. Show that ¢[N] is a normal

subgroup of ¢[G].
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38. Let ¢ : G —> G’ be a group homomorphism, and let N’ be a normal subgroup of G’. Show that ¢_][NI] is a
normal subgroup of G.

39. Show that if G is nonabelian, then the factor group G/Z(G) is not cyclic. [Hint: Show the equivalent contra-
positive, namely, that if G/Z(G) is cyclic then G is abelian (and hence Z(G) = G).]

40. Using Exercise 39, show that a nonabelian group G of orderpq where p and q are primes has a trivial center.
41. Prove that A,l is simple for n 2 5, following the steps and hints given.

a. Show A,. contains every 3-cycle if n z 3.
b. Show A,l is generated by the 3-cycles for n z 3. (Hint: Note that (a,b)(c,d) = (a, c, b)(a, c,d) and

(a, C)(a, b) = (a. b, C)-]
c. Let r and s be fixed elements of {1, 2, - - - ,n} for n z 3. Show that An is generated by the n “special" 3-

cycles of the form (r, s, i) for l 5 i 5 n [Hint: Show every 3-cycle is the product of “special” 3-cycles by
compun‘ng

(r. s, 02. (r. MW. 3, 02, (r, s,j)2(r, s, 0,

and

(r, s, i)2(r, s, k)(r, s,j)2(r, s, 1').

Observe that these products give all possible types of 3-cycles.]
d. LetN be a normal subgroup ofAn for n z 3. Show that ifN contains a 3-cycle, then N = A". [Hintt Show

that (r,s,i) e N implies that (r,s,j) e Nforj = 1,2, - - - ,n by computing

((r. s)(i.m(r, s. 02(0. cam-1.]

e. Let N be a nontrivial normal subgroup of A” for n 2 5. Show that one of the following cases must hold,
and conclude in each case that N = An.

Case I N contains a 3-cycle.
Case I] N contains a product of disjoint cycles, at least one of which has length greater than 3. [Hint: Sup-

poseN contains the disjoint product a = p.(a1,a2, - - - ,a,). Show t1—1((11,az,(13,)0'011,(12,a;;)_l is
in N, and compute it.]

Case 111 N contains a disjoint product of the form a = “(a4, a5, a5)(a1,a2, a3). [Hint Show 0"(a1, a2,a4)
6(01,02,a4)_l is inN, and compute it.]

Case IV N contains a disjoint product of the form or = ”(a1,a2,a3) where u is a product of disjoint 2-
cycles. [Hint: Show :12 e N and compute it.]

Case V N contains a disjoint product a of the form a = [1.(a3, a4)(a1, a2), where u is a product of an even
number of disjoint 2-cycles. [Hint: Show that a_l(a1, a2, a3)or(a1, t12,a3,)_l is in N, and compute
it to deduce thata = (a2,a4)(a1,a3) is in N. Using n 2 5 for the first time, findi 7’: a1,a2,a3,a4 in
“’2’. . - ,n}. Let ,8 = (a1,a3,1). Show that fi‘lafia e N, and compute it.]

42. LetN be a normal subgroup of G and let H be any subgroup of G. Let HN = {hn | h e H,n e N}. Show that
HN is a subgroup of G, and is the smallest subgroup containing both N and H.

43. With reference to the preceding exercise, let M also be a normal subgroup of G. Show that NM is again a
normal subgroup of G.

44. Show that if H and K are normal subgroups of a group G such that H n K = {e}, then hk = kit for all h e H
and k e K. [Hinn Consider the commutator hkh-lk-l = (hkh‘l)k“ = h(kh‘1k‘1).]

45. With reference to the three preceding exercises, let H and K be normal subgroups of a group G such that
HK = G and H n K = {e}. Prove that G is isomorphic with H x G.
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Homomorphisms and Factor Groups

TGROUP ACTION ON A SET
We have seen examples of how groups may act on things, like the group of symmetries
of a triangle or of a square, the group of rotations of a cube, the general linear group
acting on IR”, and so on. In this section we give the general notion of group action and
apply it to learn more about finite groups. The next section will give applications to
counting.

The Notion of a Group Action
Definition 1.1 defines a binary operation at on a set S to be a function mapping S x S into
S. The function :I: gives us a rule for “multiplying” an element s; in S and an element 52
in S to yield an element 31 * 32 in S.

More generally, for any sets A, B, and C, we can view a map * :A x B —-> C as
defining a “multiplication,” where any element a of A times any element b of B has as
value some element c of C. Of course, we write a a: b = c, or simply ab = c. In this
section, we will be concerned with the case where X is a set, G is a group, and we have
ample : G XX—> X. Weshallwrite*(g,x)asg*xorgx.

Let G = GL(n, 1R) andX the set of all column vectors in IR". Then for any matrix A e G
and vector v e X, Av is a vector in X. So multiplying is an operation * : G X X —> X.
From linear algebra, we know that if B is also a matrix in G, then (AB)v = A(Bv). Fur-
thermore, for the identity matrix I, Iv = v.

Let G be the dihedral group D... Then elements of D" permute the set Z" =
{0,1,2,3, . . . ,n — 1}. For example, p(k) = k+,, 1. Thus we have an operation * :
D,, x Z,, —> Z". Furthermore, if a,y e D,l and k e Z", then (ay)(k) = a(y(k)) and
1(k) = k. A

The two previous examples share the same properties, which we formalize in
Definition 14.3.

LetXbeasetandGagroup.AnactionofGonXisamap* : GxX—)Xsuchthat

l. ex=xforallxeX,
2. (g1g2)(x) = g1(g2x) for allx e X and all g1,g2 e G.

Under these conditions, X is a G-set. I

Let X be any set, and let H be a subgroup of the group Sx of all permutations of X.
Then X is an H-set, where the action of a e H on X is its action as an element of
Sx, so that ex = 0(x) for all x e X. Condition 2 is a consequence of the definition of
permutation multiplication as function composition, and Condition 1 is immediate from
the definition of the identity permutation as the identity function. Note that, in particular,
{1,2, 3,--- ,n} isanSn-set. A

Our next theorem will show that for every G-set X and each g e G, the map
0,, :X —> X defined by ag(x) = gx is a permutation of X, and that there is a homo-
morphism ¢ : G —> Sx such that the action of G on X is essentially the Example 14.4
action of the image subgroup H = ¢[G] of SX on X. So actions of subgroups of Sx
on X describe all possible group actions on X. When studying the set X, actions using
subgroups of Sx suffice. However, sometimes a set X is used to study G via a group
action of G on X. Thus we need the more general concept given by Definition 14.3.

T This section is a prerequisite only for Sections 15 and 17.
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Let X be a G-set. For each g e G, the function ag : X —-> X defined by ag(x) = gx for
x e X is a permutation of X. Also, the map at : G -> Sx defined by ¢(g) = org is a ho-
momorphism with the property that ¢(g)(x) = gx.

To show that ag is a permutation of X, we must show that as is a one-to-one map
of X onto itself. Suppose that ag(x1) = ag(x2) for x1,x2 e X. Then gxl = gxz. Con-
sequently, g‘1(gxl) = g‘l(gxz). Using Condition 2 in Definition 14.3, we see that
(g‘lg)xl = (g‘lg)xz, so exl = exz. Condition 1 of the definition then yields x1 = x2,
so a8 is one-to-one. The two conditions of the definition show that for x e X, we have
ag(g'lx) = g(g'l)x = (gg‘l)x = ex = 1:, so ag maps X onto X. Thus all is indeed a
permutation.

To show that ¢ : G —> Sx defined by ¢(g) = a3 is a homomorphism, we must
show that ¢(g1g2) = ¢(g1)¢(g2) for all g1,g2 e G. We show the equality of these two
permutations in Sx by showing they both carry an x e X into the same element. Using
the two conditions in Definition 14.3 and the rule for flmction composition, we obtain

¢(g182)(X) = 63.1320) = (grgz)x = 31(3210 = 81090!) = 0g. (01:20))
= (03.0 nXX) = (0g.0g2)(x) = (¢(gr)¢(gz))(X)-

Thus ¢ is a homomorphism. The stated property of 4) follows at once since by our
definitions, we have ¢(g)(x) = ag(x) = gx. Q

It follows from the preceding theorem and Theorem 12.17 that ifX is a G-set, then
the subset of G leaving every element of X fixed is a normal subgroup N of G, and we
can regard X as a G/N-set where the action of a coset gN on X is given by (gN)x = gx
for each x e X. IfN = {e}, then the identity element of G is the only element that leaves
every x e X fixed; we then say that G acts faithfully on X. A group G is transitive on
a G-set X if for each x1,x2 e X, there exists g e G such that gxl = x2.

We continue with more examples of G-sets.

Every group G is itself a G-set, where the action on g; e G by gl 6 G is given by left
multiplication. That is, *(g1, g2) = glgz. If H is a subgroup of G, we can also regard G
as an H-set, where *(h, g) = hg. A

Let H be a subgroup of G. Then G is an H-set under conjugation where *(h, g) = hgh‘l
for g e G and h e H. Condition 1 is obvious, and for Condition 2 note that

*(h1h2.g) = (hlh2)g(hlh2)_l = h1(hzgh2_1)h1_1 = *(hr. *(h2.g))-
We always write this action of H on G by conjugation as hgh“. The abbreviation hg
described before the definition would cause terrible confusion with the group operation
of G. A

Let H be a subgroup of G, and let L” be the set of all left cosets of H. Then L3 is
a G-set, where the action of g e G on the left coset xH is given by g(xH) = (gx)H.
Observe that this action is well defined: if yH = xH, then y = xh for some h e H, and
g(yH) = (gy)H = (gxh)H = (gx)(hH) = (gx)H = g(xH). A series of exercises shows
that every G-set is isomorphic to one that may be formed using these left coset G-sets
as building blocks. (See Exercises 22 through 25.) A

Let us look closer at the the dihedral group D4, which perrnutes the vertices of the square
as labeled in Figure 14.10. As indicated in the figure, we label the vertices 0, 1,2, 3
as usual; the sides 30,31, 52,33; the midpoints of the sides P0, P1,P2, P3; the diagonals
d1, d2; the lines joining opposite side midpoints m1, m2; and we label the intersection of
the lines d1,d2,m1,mz with C.
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14.12 Example

We can think of the set

X = {0, 1,2.3.So,31,52.S3.m1.m2,d1,d2, C,P0,P1,P2,P3}

as a D4-set in a natural way. Table 14.11 shows the action of D4 on X. Recall that l is the
identity, p" is rotation by kfl/Z, and p. is reflection across the line (12. We can see from
the table that up is reflection across the line m1, up2 is reflection across the line d], and
lips is reflection across the line m2. It is worthwhile to spend a little time to understand
how Table 14.11 was constructed before continuing. A

14.11 Table

0 l 2 3 so :1 S2 53 m1 m2 d1 d2 C P0 P1 P2 P3
l 0 l 2 3 so :1 :2 S3 m1 m2 d1 (12 C P0 P1 P2 P3
p 1 2 3 0 51 :2 :3 so m2 m1 d2 d] C P1 P2 P3 P0
p2 2 3 0 1 S2 S3 So 51 ml "12 d1 (12 C P2 P3 P0 Pl

p3 3 0 l 2 :3 so :1 52 m2 m1 d2 d] C P3 P0 P1 P2
[L 0 3 2 1 s3 :2 :1 so m2 m1 d1 d2 C P3 P2 P1 P0
up 3 2 1 0 $2 :1 so 53 m1 m2 d2 d] C P2 P1 P0 P3
[1412 2 l 0 3 51 so :3 52 m2 m1 d1 d2 C P1 P0 P3 P2
[1413 1 0 3 2 so :3 S2 31 m1 m2 d2 d] C P0 P3 P2 P1

Isotropy Subgroups

Let X be a G-set. Let x e X and g e G. It will be important to know when gx = x. We
let

Xg=(xeX|gx=x} and G,={geG|gx=x}.

For the D4-set X in Example 14.9, we have

X, =X, X,J = {C}, X,‘ = {0, 2,d1,d2, C}.

Also, using the same D4 action on X,

Go = {LIL}, 6:2 = {Mt/’3}, G1, = {t,p2,u, #102}-
We leave the computations of the other sets of the form X, and G, to Exercises 1

and 2. A

Note that the subsets G, given in the preceding example were, in each case, sub-
groups of G. This is true in general.
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Let X be a G—set. Then 0,, is a subgroup of G for each x e X.

Let x e X and let g1,g2 e G,. Then glx = x and gzx = x. Consequently, (g1g2)x =
g1(g2x) = glx = 1:, so glgz e 0,, and Gx is closed under the induced operation of G.
Ofcourse, ex = 1:, so e e G,. Ifg e 6,, thengx =x, sox = ex = (g‘lg)x = g"(gx) =
g'lx, and consequently g‘1 e 6,. Thus GJr is a subgroup of G.

Let X be a G-set and let x e X. The subgroup G, is the isotropy subgroup ofx. I

Orbits

For the D4-set X of Example 14.9 with action table in Table 14.11, the elements in the
subset {0, l, 2, 3} are carried into elements of this same subset under action by D4.
Furthermore, each of the elements 0, l, 2, and 3 is carried into all the other elements of
the subset by the various elements of D4. We proceed to show that every G-set X can be
partitioned into subsets of this type.

Let X be a G-set. For x1,xz e X, let an ~ 1:; if and only if there exists g e G such that
gxl = x2. Then ~ is an equivalence relation on X.

For each x e X, we have ex = x, so x ~ x and ~ is reflexive.
Suppose x1 ~ x2, so gxl = x2 for some g e G. Then g‘lxz = g"(gx1) =

(8—18))?1 = exl = x1, so 1:; ~ x1, and ~ is symmetric.
Finally, ifxl ~ 12 and 1:; ~ x3. then 31x1 = X2 and gzxz = x3 for some g1, g; e G.

Then (8281M = 82(glx1) = gzxz = x3, so an ~ x3 and ~ is transitive. 0

Let X be a G-set. Each cell in the partition of the equivalence relation described in
Theorem 14.15 is an orbit in X under G. If x e X, the cell containing x is the orbit
ofx. We let this cell be Gx. I

The relationship between the orbits in X and the group structure of G lies at the
heart of many applications. The following theorem gives this relationship. Recall that
for a set X, we use |X| for the number of elements in X, and (G 2 H) is the index of a
subgroup H in a group G.

Let X be a G-set and let x e X. Then |Gx| = (G : 6,). If |G| is finite, then ll is a
divisor of |G|.

We define a one-to-one map I]! from Gx onto the collection of left cosets of G, in G.
Let x1 6 Gx. Then there exists gl 6 G such that glx = x1. We define 1/r(x1) to be the left
coset glGx of G. We must show that this map III is well defined, independent of the
choice of g1 e G such that glx = x1. Suppose also that g1’x = n. Then, glx = gl’x, so
gl‘1(g1x) = gf1(g1’x), from which we deduce x = (g1—1 g1’)x. Therefore gl‘lgl’ e GX, so
gl’ 6 glGx, and glG = gl’Gx. Thus the map 1,0 is well defined.

To show the map I]! is one-to—one, suppose x1,x2 e Gx, and 1/r(x1) = v/I(x2). Then
there exist g1,g2 e G such that x1 = glx,x2 = gzx, and g; e glGx. Then g; = glg for
some g e 6,, so x2 = gzx = g1(gx) = glx = x1. Thus III is one-to—one.

Finally, we show that each left coset of G, in G is of the form 1/I(x1) for some
x1 6 Gx. Let glGx be a left coset. Then if g1): = x1, we have glGx = !//(x1). Thus ill
maps Gx one-to-one onto the collection of left cosets so |Gx| = (G : 6,).

If |G| is finite, then the equation |G| = IGXI(G : 6,) shows that |Gx| = (G : G.) is
adivisor of IGI. O
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Let X be the D4-set in Example 14.9, with action table given by Table 14.11. With
G = D4, we have Go = {an}. Since |G| = 8,we have IGOI = (G: Go) = 4. From Table
14.11, we see that GO = {0, 1, 2, 3}, which indeed has four elements. A

We should remember not only the cardinality equation in Theorem 14.17 but also
that the elements of G carrying x into glx are precisely the elements of the left coset
glG,. Namely, if g e 0,, then (glg)x = gl(gx) = glx. On the other hand, if gzx = glx,
then gl'l(g2x) = 1: so (gl'lgz)x = x. Thus gl'lgz 6 6,. so g; e glGx.

Applications of G-Sets to Finite Groups
Theorem 14.17 is a very useful theorem in the study of finite groups. Suppose that X is
a G-set for a finite group G and we pick out one element from each orbit ofX to make
the set S = {xl,x2, . . . ,x,} where we indexed the elements of X so that if i 5 j, then
|Gx,~| 2 Iil. That is, we arrange by orbit size, largest first and smallest last. Every
element in X is in precisely one orbit, so

r

IXI = Z IGxil- (1)
i=1

We let X6 = {x e X | gx = x for all g e G}. That is, X0 is the set of all elements of X
whose orbit size is 1. So by equation (1),

I

IXI = IXGI +2 IGx.-I (2)
i=1

where we simply place all the orbits with one element into X6 and we are left with s
orbits each containing at least two elements. Although Equation (2) is simply saying
that if you add up the sizes of all the orbits you account for all the elements ofX, when
coupled with Theorem 14.17, it gives some very interesting results. We give a few in
the remainder of this section. In Section 17 we will use Equation 2 extensively to prove
the Sylow Theorems.

For the remainder of this section, we assume thatp is a prime number.

Let G be a group with 17" elements. IfX is a G-set, then |X| E nl mod p.

Using Equation 2,
S

IXI = IXol +ZIGx.-I.

Since for each i 5 s, |Gx.-| z 2 and |Gx.-| = (G : 6,...) is a divisor of |G| =p", by Theo-
S

rem 14.17 p divides each term in the sum 2 |Gx.~|. Thus |X| E |Xgl mod p. 0
i=1

Knowmg that k divides the order of a group is not sufficient information to assume that
the group has a subgroup of order k. For example, we saw that A4 has no subgroup of
order 6 and that in general, A" has no subgroup of index 2 if n z 4. 0n the positive side,
in Exercise 29 in Section 2, you were asked to show that if a group has an even number
of elements, then it has an element of order two. Theorem 14.20 generalizes this result
to show that if a prime number p divides the order of a group, then the group has an
element of order p. The proof of this theorem relies on Theorem 14.19.

(Cauchy’s Theorem) Let G be a group such thatp divides the order of G. Then G has
an element of order p and therefore a subgroup of orderp.
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X = {(go,gn,gz, . . . ,gp—1)|go.gl, . . . ,gp—l e Gandgogxgz - - -gp—1 = e}-
That is, X is the set of all p-tuples with enn'ies in G so that when the entries are mul-
tiplied together (in order) their product is the identity e. Since the product is e, go =
(8182 - - -gp—|)'l and given any 8132,. - - ,gp—l E G, by PiCkiI‘g 80 = (8182 . - -gp—l)_l
we have an element in X. Thus |X| = |G|”'l and in particular, p divides the order of X
since p divides the order of G.

Suppose that (go,g1,g2, . . . ,gp_l) e X. Since go = (gn . . . gp_1)'1, it follows that
(g1,g2, . . . gp_1,go) is in X. Repeating this process, noting that g1 = (gzgg . . . g,,_1go)'I
we conclude that (g2,g3,g4, - - - , gp_1, go, gl) 6 X. Continuing in this manner we have
that for any k e Z ,

(8k.gk+,,1.gk+,,2, - - -.gk+,(p—1)) G X-
Wecheckthatthis gives agroup actionoP onX.Letk e 2,, and (go,g1,gz, . . . ,gp_1) e
X. Then

k(80.gugz,---.gp—1)=(gk.gk+,,1.gk+,,2,---,gk+,(p-1)) G X-
Since

0(go.gl.gz. - --,gp—1)= (30.31.32, - - - ,gp—l) 311d

k(l(go.gl.gz, - - -.gp—1)) = 16(31, gt+,hgt+,,2. - - - .gt+,,(p—1))
= (gk+,,1.gk+,,t+,,1, - - - . gk+,t+,(p—1))
= (16 +p l)(go.gl.gz. - - - .gp—l)

this is indeed a group action.
By Theorem 14.19, 0 E |X| E IXZPI mod p. The p-tuple (e, e, e, . . . ,e) is in s

because rearranging the entries does not change the p-tuple. Sinces contains at least
one element and p divides |sl, s must contain at least one element other than
(e, e, e, . . . ,e). That element must have the form (a, a, a, . . . ,a) with a ¢ e and a? = e.
So a has order p and the subgroup it generates is a subgroup of G with order p. O

A p-group is a group such that each element in the group has order a power of p. A
p-subgroup of a group is a subgroup that is a p-group. I

The group D15 is a 2-group since the order of any element of D16 divides ID15I = 32.
A

Using the Fundamental Theorem of Finitely Generated Abelian Groups, a finite abelian
group is ap-group if and only if it is isomorphic to

Zpr. XZpeqX'HXa.

This is because if there were a factor of the form a where q 9E p is a prime number
and s z 1, then there would be an element in G with order q‘ which is not a power ofp.

In Exercise 30, you are asked to show that for G a finite group, G is a p-group if
and only if the order of G is a power ofp.

The next theorem assures us that any finite p-group has a nontrivial normal sub-
group, namely the center of the group. A

Let G be a finite p—group. Then the center of G, Z(G), is not the trivial group.

We let X = G and we make X into a G-set using conjugation. That is, *(g, a) = gag-1.
Equation 2 states that 0 E |X| E |X6| mod p. For all g e G, geg‘l = e. So XG has at
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least one element, namely e. Since the number of elements in X6 must be at least p,
there is an element a e X such that a 9e e and gag‘1 = a for all g e G. Thus ga = ag
for all g e G, which says that a e Z(G). So Z(G) is not the trivial subgroup. Q

When studying p-groups, the fact that the center is nonn'ivial is often very helpful. We
conclude this section with a theorem that illustrates the utility of Theorem 14.24.

14.25 Theorem Every group of order p2 is abelian.

Proof Let G be a group of order p2 with center Z(G). By Theorem 14.24, Z(G) is not the
trivial group so it is either all of G or else it has orderp. We wish to show that Z(G) = G
using proof by contradiction. So we assume that Z(G) has 11 elements. Since Z(G) is a
normal subgroup of G, we can form G/Z(G). The group G/Z(G) also has p elements
and so both 2(6) and G/Z(G) are cyclic. Let (a) = Z(G) and (bZ(G)) = G/Z(G). Let
x,y e G. Then 1: = biai and y = b’a’ for some integers i,j, r,s since the cosets of Z(G)
partition G. Then

xy = biajb’a’ = b‘b’aja’
since (a) is the center of G. So

xy = b"+’a1'+’ = b'b‘a‘ai = b’a’biaj = yx.
Since every element in G commutes with every other element, Z(G) = G, which con-
tradicts our assumption that the center has only p elements. So the center of G must be
G, which means that G is abelian. O

14.26 Example Since every group of order p2 is abelian, the Fundamental Homomorphism Theorem
says that every group with p2 elements is isomorphic to either s or 2,, X Zp. The two
groups of order 4 are Z4 and the Klein 4-group. The two groups of order 9 are 29 and
Z3 X Z3. A

I EXERCISES l4

Computations

In Exercises 1 through 3, let

X = (0,1,2, 3,50,51,52,53,m1,m2,d1,d2, C,Po,P1,P2,P3}

be the D4-set of Example 14.9. Find the following, where G = D4.

1. The fixed sets X, for each a 6 D4.
2. The isotropy subgroups G, for eachx e X, that is, Go, G1, - - - , s, GP;.
3. The orbits in X under D4.
4. Theorem 14.24 states that every p-group has nontrivial center. Find the center of Ba.
5. Find the center of D7.
6. Let G = X = $3 and make X a G—set using conjugation. That is, *(a, t) = 010—1. Find all the orbits of X

using this action. (Write permutations in disjoint cycle notation.)
7. Let G = D4 and X be the set of all subgroups of D4 with order two. The set X is a G—set using conjugation,

*(a,H) = aHa—l. Find all the orbits of this group action.
8. Let G = U = {z 6 Cl |z| = 1} be the circle group. Then X = C, the set of complex numbers, is a G-set with

group action given by complex number multiplication. That is, if z e U and w e C, *(z, w) = zw. Find all the
orbits of this action. Also, find X6.
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9. Let G be a group of order 3 and suppose that |X| = 6. For each possible action of G on X, give a list of the
orbit sizes. List the orbit sizes from largest to smallest. (Recall that the orbits partition the set X.)

10. Let G be a group of order 9 and suppose that |X| = 10. For each possible action of G on X, give a list of the
orbit sizes. List the orbit sizes from largest to smallest.

11. Let G be a group of order 8 and suppose that IX| = 10. For each possible way to make X a Gset the orbits
partin'on X. For each possible action of G on X, give a list of the orbit sizes. List the orbit sizes from largest to
smallest.

Concepts
In Exercises 12 and 13, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

12. A group G actsfaithfully on X if and only if gx = x implies that g = e.
13. A group G is transitive on a G-set X if and only if, for some g e G, gx can be every other 1:.
14. Let X be a Gset and let S g X. If Gr g S for all s e S, then S is a sub-G-set. Characterize a sub-Gset of a

G-set X in terms of orbits in X under G.
15. Characterize a transitive G-set in terms of its orbits.
l6. Determine whether each of the following is true or false.

a. Every G-set is also a group.
b. Each element of a G-set is fixed by the identity of G.
c. If every element of a G-set is fixed by the same element g of G, then 3 must be the identity e.
d. LetXbe a G-set withx1,x2 e X andg e G. Ifgxl = gxz, thenx1=x2.
e. LetXbea G—set withx e Xandghgz e G. Ifn = gzx, theng1= g2.
f. Each orbit of a Gset X is a transitive sub-Gset. (See Exercise 14.)

g. LetXbea G—set andletH 5 G. Theaanberegardedinanatural wayas anH-set.
h. \Vrth reference to (g), the orbits in X under H are the same as the orbits in X under G.
i. If X is a G-set, then each element of G acts as a permutation ofX.

j. LetXbe a G—set and letx e X. IfG is finite, then |G| = |Gx| - Il-

17. Let X and Y be G—sets with the same group G. An isomorphism between Gsets X and Y is a map 4: : X —> Y
that is one-to—one, onto Y, and satisfies g¢(x) = ¢(gx) for all x e X and g e G. Two G-sets are isomorphic if
such an isomorphism between them exists. Let X be the D4-set of Example 14.9.

a. Find two distinct orbits ofX that are isomorphic sub-D4-sets. (See Exercise 14.)
b. Show that the orbits {0, l, 2, 3} and {30,51,32,s3} are not isomorphic sub-D4-sets. [Hint Find an element

of G that acts in an essentially different fashion on the two orbits]
c. Are the orbits you gave for your answer to part (a) the only two different isomorphic sub-D4-sets ofX?

18. Let X be the D4-set in Example 14.9.
a. Does D4 act faithfully on X?
h. Find all orbits in X on which D4 acts faithfully as a sub-D4-set. (See Exercise 14.)

Theory

19. Let X be a Gset. Show that G acts faithfully on X if and only if no two distinct elements of G have the same
action on each element ofX.

20. LetX be a G-set and let Y Q X. Let Gy = {g e G | gy = y for all y e Y}. Show Gy is a subgroup of G, gener-
alizing Theorem 14.13.

21. Let G be the additive group of real numbers. Let the action of 0 e G on the real plane R2 be given by rotating
the plane counterclockwise about the origin through 0 radians. Let P be a point other than the origin in the
plane.

a. Show R2 is a G-set.
b. Describe geometrically the orbit containing P.
c. Find the group Gp.
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Exercises 22 through 25 show how all possible G-sets, up to isomorphism (see Exercise 17), can be formed from
the group G.

22. Let {Xi Ii 6 I} be a disjoint collection of sets, so X; n Xj = z for i ;é j. Let each X: be a Gset for the same
group G.

a. Show that UMX,~ can be viewed in a natural way as a G-set, the union of the Gsets Xi.
b. Show that every G-set X is the union of its orbits.

23. Let X be a transiu've G-set, and let x0 6 X. Show that X is isomorphic (see Exercise 17) to the G-set L of all
left cosets of Gm, described in Example 14.8. [Hint: For x e X, suppose x = gxo, and define ¢ : X —> L by
¢(x) = no. Be sure to show (I: is well defined!]

24. Let X; for i e I be G-sets for the same group G, and suppose the sets X, are not necessarily disjoint. Let
X; = {(x,i) Ix e X,-} for each i e I. Then the sets X.’ are disjoint, and each can 561] be regarded as a G-set in
an obvious way. (The elements of X,- have simply been tagged by i to disu'nguish them from the elements of
X; for i aé j.) The G-set UielXi is the disjoint union of the G-sets Xi. Using Exercises 22 and 23, show that
every G-set is isomorphic to a disjoint union of left coset G-sets, as described in Example 14.12.

25. The preceding exercises show that every G-set X is isomorphic to a disjoint union of left coset Gsets. The
question then arises whether left coset G-sets of distinct subgroups H and K of G can themselves be isomor-
phic. Note that the map defined in the hint of Exercise 23 depends on the choice of 1:0 as “base point.” Ifx0 is
replaced by goxo and if Gm aé Ggoxo, then the collections L}; of left cosets ofH = Gxo and LK of left cosets of
K = Gem form distinct G-sets that must be isomorphic, since both L3 and LK are isomorphic to X.

a. Let X be a transitive G-set and let x0 eX and go 5 G. If H: w describe K= G3“, in terms of H
and go.

1). Based on part (a), conjecture conditions on subgroups H and K of G such that the left coset G-sets of H
and K are isomorphic.

c. Prove your conjecture in part (b).
26. Up to isomorphism, how many transitive Z4-sets X are there? (Use the preceding exercises.) Give an example

of each isomorphism type, listing an action table of each as in Table 14.11. Take lowercase names a, b, c, and
so on for the elements in the set X.

27. Repeat Exercise 26 for the group Zs.
28. Repeat Exercise 26 for the group 53. List the elements of $3 in the order r, (l, 2, 3), (1, 3, 2), (2, 3), (1, 3),

(1, 2).
29. Prove that if G is a group oforderp3 , wherep is a prime number, then |Z(G)| is eitherp orp3 Give an example

where |Z(G)| = p and an example where |Z(G)| = p3.
30. Let p be a prime number. Prove that a finite group G is a p—group if and only if |G| = p'l for some integer

n z 0.

31. Let G be a group that acts on X = {H | H 5 G} by conjugation. That is, g * H = gHg‘l. State and prove an
equivalent condition for a subgroup H 5 G to be a normal subgroup of G in terms of

a. G”, the isotropy subgroup of H.
1). GH, the orbit ofH.

-TAPPLICATIONS or G-SETS TO COUNTING
This section presents an application of our work with G-sets to counting. Suppose, for
example, we wish to count how many distinguishable ways the six faces of a cube can
be marked with from one to six dots to form a die. The standard die is marked so that
when placed on a table with the l on the bottom and the 2 toward the front, the 6 is on
top, the 3 on the left, the 4 on the right, and the 5 on the back. Of course, other ways of
marking the cube to give a distinguishably different die are possible.

1 This section is not used in the remainder of the text.
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Let us distinguish between the faces of the cube for the moment and call them the
bottom, top, left, right, front, and back. Then the bottom can have any one of six marks
from one dot to six dots, the top any one of the five remaining marks, and so on. There
are 6! = 720 ways the cube faces can be marked in all. Some markings yield the same
die as others, in the sense that one marking can be carried into another by a rotation
of the marked cube. For example, if the standard die described above is rotated 90°
counterclockwise as we look down on it, then 3 will be on the front face rather than 2,
but it is the same die.

There are 24 possible positions of a cube on a table, for any one of six faces can be
placed down, and then any one of four to the front, giving 6 - 4 = 24 possible positions.
Any position can be achieved from any other by a rotation of the die. These rotations
form a group G, which is isomorphic to a subgroup of 53. We let X be the 720 possible
ways of marking the cube and let G act on X by rotation of the cube. We consider
two markings to give the same die if one can be carried into the other under action by
an element of G, that is, by rotating the cube. In other words, we consider each orbit
in X under G to correspond to a single die, and different orbits to give different dice.
The determination of the number of distinguishable dice thus leads to the question of
determining the number of orbits under G in a G-set X.

The following theorem gives a tool for determining the number of orbits in a G-set
X under G. Recall that for each g e G we let Xg be the set ofelements ofX fixed by g, so
that = {xeX|gx=x}. Recall alsothatforeachxeX, weletG = {g6 Glgx=
x}, and Gx is the orbit ofx under G.

(Burnside’s Formula) Let G be a finite group and X a finite G-set. If r is the number
of orbits in X under G,

r- |G| = 2pm. (1)
360

We consider all pairs (g, x) where gx = x, and let N be the number of such pairs. For
each g e G there are |Xg| pairs having g as first member. Thus,

N = Z nl. (2)
356

On the other hand, for each x e X there are Il pairs having x as second member. Thus
we also have

N = Z IGXI.
xEX

By Theorem 14.17 we have |Gx| = (G : Gx). But we know that (G : 6,) = lGl/ll, so
we obtain |l = |G|/|Gx|. Then

|G| 1~=2—=IGI(z—). <3)
xEX 'l xEX 'l

Now 1/ |Gx| has the same value for all x in the same orbit, and if we let 0 be any orbit,
then

1 1Z — = Z — = 1. (4)
x50 IGxI X60 '0'

Substituting (4) in (3), we obtain

N = |G| (number of orbits inX under G) = |G| - r. (5)

Comparison of Eq. 2 and Eq. 5 gives Eq. 1. O
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If G is a finite group and X is a finite G-set, then

1
(number of orbits in X under G) = E . Z IXgl.

l | get?

The proof of this corollary follows immediately from the preceding theorem. 9

Let us continue our computation of the number of distinguishable dice as our first
example.

We let X be the set of 720 different markings of faces of a cube using from one to six
dots. Let G be the group of 24 rotations of the cube as discussed above. We saw that
the number of distinguishable dice is the number of orbits in X under G. Now |G| = 24.
For g e G where g ;E e, we have |Xg| = 0, because any rotation other than the identity
element changes any one of the 720 markings into a different one. However, |X¢| = 720
since the identity element leaves all 720 markings fixed. Then by Corollary 15.2,

1
(number of orbits) = a - 720 = 30,

so there are 30 distinguishable dice. A

Of course, the number of distinguishable dice could be counted without using the
machinery of the preceding corollary, but by using elementary combinatorics as often
taught in a freshman finite math course. In marking a cube to make a die, we can,
by rotation if necessary, assume the face marked 1 is down. There are five choices
for the top (opposite) face. By rotating the die as we look down on it, any one of the
remaining four faces could be brought to the front position, so there are no different
choices involved for the front face. But with respect to the number on the front face,
there are 3 . 2 - 1 possibilities for the remaining three side faces. Thus there are 5 - 3 -
2 - l = 30 possibilities in all.

The next two examples appear in some finite math texts and are easy to solve by
elementary means. We use Corollary 15.2 so that we have more practice thinking in
terms of orbits.

How many distinguishable ways can seven people be seated at a round table, where
there is no distinguishable “head” to the table? Of course there are 7! ways to assign
people to the different chairs. We take X to be the 7! possible assignments. A rotation of
people achieved by asking each person to move one place to the right results in the same
arrangement. Such a rotation generates a cyclic group G of order 7, which we consider
to act on X in the obvious way. Again, only the identity e leaves any arrangement fixed,
and it leaves all 7! arrangements fixed. By Corollary 15.2

1
(number of orbits) = 7 - 7! = 6! = 720. A

How many distinguishable necklaces (with no clasp) can be made using seven different-
colored beads of the same size? Unlike the table in Example 15.4, the necklace can be
turned over as well as rotated. Thus we consider the full dihedral group D, of order
2 - 7 = 14 as acting on the set X of 7! possibilities. Then the number of distinguishable
necklaces is

1
14

In using Corollary 15.2, we have to compute |G| and IXgl for each g e G. In the
examples and the exercises, |G| will pose no real problem. Let us give an example

(number of orbits) = - 7! = 360. A
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where IXgI is not as trivial to compute as in the preceding examples. We will continue
to assume knowledge of very elementary combinatorics.

Let us find the number of distinguishable ways the edges of an equilateral mangle can
be painted if four different colors of paint are available, assuming only one color is used
on each edge, and the same color may be used on different edges.

Ofcourse there are 43 = 64 ways ofpainting the edges in all, since each of the three
edges may be any one of four colors. We consider X to be the set of these 64 possible
painted triangles. The group G acting on X is the group of symmetries of the triangle,
which is isomorphic to S3 and which we consider to be S3. We need to compute |Xg| for
each of the six elements g in S3.

|X,| = 64 Every painted triangle is fixed by i.
|X(1,2,3)| = 4 To be invariant under (1,2,3) all edges must be the

same color, and there are 4 possible colors.

|X(1,3,2)| = 4 Same reason as for (1,2,3).
IX(l,2)| = 16 The edges that are interchanged must be the same

color (4 possibilities) and the other edge may
also be any of the colors (times 4 possibilities).

|X(23)| = |X(1,3)| = 16 Same reason as for (1,2).

Then

2pm =64+4+4+16+16+16= 120.
3553

Thus

1
(number of orbits) = 6 - 120 = 20,

and there are 20 distinguishable painted triangles. A

We repeat Example 15.6 with the assumption that a different color is used on each edge.
The number ofpossible ways ofpainting the edges is then 4 - 3 - 2 = 24, and we letX be
the set of 24 possible painted triangles. Again, the group acting on X can be considered
to be S3. Since all edges are a different color, we see |X,| = 24 while |X3| = 0 for g 9e l.
Thus

(number of orbits) = - 24 = 4,0‘
“—

so there are four distinguishable triangles. A

We will use group actions in Section 17 to develop the Sylow Theorems, which
give a tremendous amount of information about finite groups. In this section, we barely
scratch the surface of how to count using Bumside’s Formula. To explore this fascinat-
ing topic further, search the Internet using key words such as “cycle index" and “Pblya’s
Enumeration Theorem.” Given a group action on a set, the cycle index is a polynomial
that can be computed by hand for small groups and by computer for larger groups.
Polya’s Enumeration Theorem then says that the number of different ways to color an
object can be computed by simply substituting certain values into the polynomial. It is
remarkable that counting the number of different coloriugs of geomelric objects can be
elegantly reduced to algebra!
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Computations
In each of the following exercises use Corollary 15.2, even though the answer might be obtained by more elemen-
tary methods.

1.
2.
3.

4.

5.

6

Find the number of orbits in {1, 2, 3, 4, 5, 6, 7, 8} under the cyclic subgroup ((1, 3, 5, 6)) of 53.

Find the number of orbits in {1, 2, 3, 4, 5, 6, 7, 8} under the subgroup of 5:; generated by (l, 3) and (2, 4, 7).
Find the number of distinguishable tetrahedral dice that can be made using one, two, three, and four dots on the
faces of a regular tetrahedron, rather than a cube.

Wooden cubes of the same size are to be painted a different color on each face to make children’s blocks. How
many distinguishable blocks can be made if eight colors of paint are available?
Answer Exercise 4 if colors may be repeated on different faces at will. [Hint: The 24 rotations of a cube consist
of the identity, 9 that leave a pair of opposite faces invariant, 8 that leave a pair of opposite vertices invariant,
and 6 leaving a pair of opposite edges invariant]
Each of the eight comers of a cube is to be tipped with one of four colors, each of which may be used on from
one to all eight comers. Find the number of distinguishable markings possible. (See the hint in Exercise 5.)
Find the number of distinguishable ways the edges of a square of cardboard can be painted if six colors of paint
are available and
a. no color is used more than once.
I). the same color can be used on any number of edges.
Consider six straight wires of equal lengths with ends soldered together to form edges of a regular tetrahedron.
Either a 50-ohm or lOO-ohrn resistor is to be inserted in the middle of each wire. Assume there are at least six
of each type of resistor available. How many essentially different wirings are possible?
A rectangular prism 2 ft long with l-ft square ends is to have each of its six faces painted with one of six
possible colors. How many distinguishable painted prisms are possible if
a. no color is to be repeated on different faces,
I). each color may be used on any number of faces?
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ISOMORPHISM THEOREMS

There are several theorems concerning isomorphic factor groups that are known as the
isomorphism theorems of group theory. The first of these is Theorem 12.14, which we
restate for easy reference. The theorem is diagrammed in Fig. 16.1.

¢
G 1 «MG

/
’/

/I/
7K /z ’p. (isomorphism)

/’/
r //

G/K

16.1 Figure

(First Isomorphism Theorem) Let 4: : G —> G’ be a homomorphism with kernel K,
and let yx : G —> G/K be the canonical homomorphism. There is a unique isomorphism
u. : G/K —> ¢[G] such that ¢(x) = u(yx(x)) for eachx e G. O

The lemma that follows will be of great aid in our proofand intuitive understanding
of the other two isomorphism theorems.

Let N be a normal subgroup of a group G and let y : G —> G/N be the canonical ho-
momorphism. Then the map 4: from the set of normal subgroups of G containing N to
the set of normal subgroups of G/N given by ¢(L) = y[L] is one-to-one and onto.

Theorem 13.18 shows that if L is a normal subgroup of G containing N, then ¢(L) =
y[L] is a normal subgroup of G/N. Because N 5 L, for each x e L the entire coset xN
in G is contained in L. Thus by Theorem 10.17, y‘1[¢(L)] = L. Consequently, if L
and M are normal subgroups of G, both containing N, and if ¢(L) = ¢(M) = H, then
L = y—1 [H] = M. Therefore ¢ is one—to—one. 145
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If H is a normal subgroup of G/N, then y_1[H] is a normal subgroup of G by
Theorem 13.18. Because N e H and y‘1[{N}] = N, we see that N g y"[H]. Then
¢(y"[H]) = y[y'1[H]] = H. This shows that ¢ is onto the set of normal subgroups
of G/N. O

IfH and N are subgroups of a group G, then we let

HN={hnlheH,neN}.

We define the join H VN of H and N as the intersection of all subgroups of G that
contain HN; thus H V N is the smallest subgroup of G containing HN. Ofcourse H V N
is also the smallest subgroup of G containing both H and N, since any such subgroup
must contain HN. In general, H N need not be a subgroup of G. However, we have the
following lemma.

If N is a normal subgroup of G, and if H is any subgroup of G, then H V N = HN =
NH. Furthermore, ifH is also normal in G, then HN is normal in G.

We show that HN is a subgroup of G, from which H V N = HN follows at once. Let
h1,h2 e H and nhnz e N. SinceN is a normal subgroup, we have nlhz = hzng for some
713 e N. Then (h1n1)(h2nz) = h1(n1hz)nz = h1(h2n3)nz = (h1h2)(n3nz) e HN, SOHN is
closed under the induced operation in G. Clearly e = ee is in HN. For h e H and n e N,
we have (hn)‘l = n‘lh‘1 = h‘1n4 for some n4 6 N, since N is a normal subgroup.
'Ihus (hn)‘1 e HN, so HN 5 G. A similar argument shows that NH is a subgroup, so
NH = H V N = HN.

Now suppose that H is also normal in G, and let h e H,n e N, and g e G. Then
ghng‘l = (ghg‘l)(gng‘1) e HN, so HN is indeed normal in G. 9

We are now ready for the second isomorphism theorem.

(Second Isomorphism Theorem) Let H be a subgroup of G and let N be a normal
subgroup of G. Then (HN)/N : H/(H n N).

Since N 5 HN 5 G and N is a normal subgroup of G, N is a normal subgroup of
HN, which allows us to form the group HN/N. We define a map (13 2 H —> HN/N by
¢(h) = hN. The map ()5 is a homomorphism since for any h1, h; e H,

¢(h1h2) = (h1h2)N = (hnNXt) = ¢(h1)¢(h2)-
The map ¢ maps onto HN/N since any element of HN/N can be written as hnN for
some h e H and n e N and hnN = W = ¢(h). We now compute the kernel of 4:.

Ker(¢)={heH|hN=N}={heteN}=HnN

By the First Isomorphism Theorem, Theorem 16.2, the map u. : H/(H n N) —> HN/N
defined by u(h(H n N)) = W is an isomorphism. O

LetG=ZxZ,H=Zx{0}, and N={0}XZXZ. Then clearly HN=
ZxZ and HnN={0}x{0}. We have (HM/N22 and we also have
H/(HnN):Z. A
Let G = Z, N = (n), and H = (h) where n and h are positive. The group Z is abelian,
so N is a normal subgroup of Z. Since Z is an additive group, we write N + H instead
of NH to avoid confusion. The group N + H = (gcd(n,h)) since anything in N + H
is a multiple of gcd(n, h) and gcd(n, h) = xn + yh e N + H for some integers x and
y. Also, N OH = (lcm(n,h)) since a e N n H if and only if a is a multiple of both
It and h. The Second Isomorphism Theorem states that (N + H)/N = (gcd(n,h))/(n)
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is isomorphic with H/(N n H) = (h) / (lcm(n, h)). In Exercise 10, you will be asked to
prove that if a,b 6 2+ and a divides b, then |(a)/(b)| = b/a. Since (gcd(n,h))/(n) :
(h) /(1cm(n, h», we have n _ 1cm(n, h)

gcd(n, h) _ h
nh = gcd(n, h)1cm(n, h),

which provides a complicated way of proving a basic number theory fact! We conclude
that

(806101, h))/ (n) 2 (h)/ (1011101, h)) 2 Z .Mu)
since a factor group of a cyclic group is cyclic. A

If H and K are two normal subgroups of G and K S H, then H/K is a normal
subgroup of G/K. The third isomorphism theorem concerns these groups.

(Third Isomorphism Theorem) Let H and K be normal subgroups of a group G with
K 5 H. Then G/H : (G/K)/(H/K).

Since K is a subgroup of H, for any g e G, gK g gH. That is, each left coset of K is
completely contained in one coset of H. We define ¢ 2 G/K —> G/H by ¢(gK) = gH.
That is, we map a coset of K to the coset of H that contains it. Again, our strategy is
to use the First Isomorphism Theorem. The map ¢ is a homomorphism since for any
81.82 6 G.

¢((81K)(32K)) = ¢((glgz)K) = (8182)H
= (81H)(g2H)
= ¢(glK)¢(gzK)-

The map 4) maps onto G/H since for any coset gH e G/H, ¢(gK) = gH. We now com-
pute the kernel of ¢.

Ker<¢> = {gK e G/K I gH = H}
= {gKe G/KlgeH}
= H/K.

By the First Isomorphism Theorem (G/K)/(H/K) is isomorphic with G/H and a for-
mula for an isomorphism u : (G/K)/(H/K) —> G/H is p,((gK)H/K) = gH. Q

The formula for the isomorphism in the previous proof says that if we collapse the
subgroup K in G to form G/K and then collapse all the K cosets inside of H we have
the same group as collapsing the subgroup H. Figure 16.9 illustrates the situation. Think
of the large ellipse as being the group G. The cosets of H are the sets bounded by the
thick solid lines. The cosets of K are the smaller sets inside the cosets ofH. The set G/H
consists of the cosets of H, which are represented by the four larger areas, each of which
is one point in G/H. On the other hand, G/K is represented by the twelve smaller sets
each collapsed to a point. Then (G/K)/(H/K) collapses each of the three small areas
in the same H coset to their common H coset. Either way, we end up collapsing each
H coset to a point.

It is sometimes difficult to think about what groups look like when they contain
more than one factor group in their definition. For example, what does an element of
(G/K)/(H/K) really look like? Keep in mind that a factor group has cosets of the sub-
group as elements. Exarnple 16.10 is intended to clarify what the group (G/K)/(H/K)
looks like and to explicitly show what the isomorphism of Theorem 16.8 looks like.
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16.10 Example Let G = Z3, H = (2) = {0, 2, 4, 6} < G, and K = (4) = {0,4} < H. We list the ele-
ments of each of the factor groups used in Theorem 16.8.

G/K = {{0,4}, {1.5}. {2.6}.{3.7}}
G/H = {{0,2,4.6}.{1.3.5,7}}
H/K = {{0, 4}, {2, 6}}

Before listing the elements of (G/K)/(H/K) we note that any element of this group
would be a coset of the subgroup H/K < G/K. So each element is a set whose elements
are sets.

(G/K)/(H/K) = {{{0.4}. {2.6}}. {{1.5}. {3.7”}
Comparing G/H and (G/K)/(H/K), we see that each element in G/H is the union
of two cosets of K in G/K. Also, the isomorphism in Theorem 16.8 is the map ¢ 2
(G/K)/(H/K) —> G/H defined by

¢({{0, 4}, {2. 6H) = {0.4.2, 6} and
¢({{1,5}, {3.7}}) = {1.5.3,7l-

So as illustrated in Figure 16.9, collapsing H to form G/H can be accomplished by first
collapsing K and then collapsing H/K. A

I EXERCISES l6

Computations

In using the three isomorphism theorems, it is often necessary to know the actual correspondence given by the
isomorphism and not just the fact that the groups are isomorphic. The first six exercises give us training for this.

1. Let 4) : Zn —> Z3 be the homomorphism such that 43(1) = 2.

8. Find the kernel K of d).
b. List the cosets in 212/K, showing the elements in each coset.
c. Give the correspondence between 212/K and Z3 given by the map [1, described in Theorem 16.2.

2. Let (:5 : 213 —> 212 be the homomorphism where (150) = 10.

:1. Find the kernel K of 4).
b. List the cosets in Z13/K, showing the elements in each coset.
c. Find the group ¢[l].
d. Give the correspondence between Z18/K and ¢[Z13] given by the map p, described in Theorem 16.2.
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3. In the group 7124, letH = (4) andN = (6).

a. List the elements in HN (which we might write H + N for these additive groups) and in H n N.
1). List the cosets in HN/N, shovin'ng the elements in each coset.
c. List the cosets in H/(H n N), shovw'ng the elements in each coset.
(1. Give the correspondence between H/(H n N) and H N/N described in the proof of Theorem 16.5.

4. Repeat Exercise 3 for the dihedral group D6 m'th N = u, 14. p2, upz, p4,[1.p4} andH = (p).
5. In the group G = 224, letH = (4) andK = (8).

a. List the cosets in G/H, showing the elements in each coset.
1). List the cosets in G/K, showing the elements in each coset.
c. List the cosets in H/K, showing the elements in each coset.
(1. List the cosets in (G/K)/(H/K), shovn'ng the elements in each coset.
e. Give the correspondence between (G/K)/(H/K) and G/H described in the proof of Theorem 16.8.

6. Repeat Exercise 5 for the dihedral group G = D3, H = (p2) = {r, pz, .04, p6}, and K = (p4) = {r, p4}.

Theory

7. Show directly from the definition of a normal subgroup that if H and N are subgroups of a group G, and N is
normal in G, thenH nNis normal inH.

8. Let H,K, and Lbe normal subgroups owithH < K < L. LetA = G/H,B = K/H, and C = L/H.

a. Show that B and C are normal subgroups ofA, and B < C.
b. To what factor group of G is (A/B)/(C/B) isomorphic?

9. LetKandLbenonnal subgroupsowithKvL = G, dOL = {e}. ShowthatG/K '2 LandG/L 2 K.
10. Use one of the Isomorphism Theorems to prove that if a, b 5 2+ and a divides b, then laZ/bZI = b/a.
11. Leteagroupwith subgroupsH“ sHsGandK“ 5K5G.ProvethatthesetsH*(HnK*)n(HnK)

and (H*nK)(HnK*)areequal.

-Snowman...
The Fundamental Theorem for Finitely Generated Abelian Groups (Theorems 9.12 and
9.14) give us complete information about all finite abelian groups. The study of finite
nonabelian groups is much more complicated. The Sylow theorems give us some im-
portant information about them.

The Theorem of Lagrange says that ifH is a subgroup of a finite group G, then the
order of H divides the order of G. The Fundamental Theorem for Finitely Generated
Abelian Groups implies that ifk divides the order of a finite abelian group G, then G has
a subgroup of order k. The situation is different for nonabelian groups. Example 13.6
shows that although A4 has 12 elements, it has no subgroup of order 6. Furthermore,
for n 2 5, A. can have no subgroup of index 2 since A,I is simple and any subgroup of
index 2 is a normal subgroup. On the positive side, Cauchy’s theorem (14.20) says that
if the prime number p divides the order of a group G, then G has a subgroup of order p.
The Sylow theorems generalize Cauchy’s theorem to show that ifp" divides the order of
G, then G has a subgroup of order p” as long as p is a prime number. Furthermore, Sy-
low's theorems gives us information about relationships between these subgroups of G.
As we shall see, this information is very useful in the study of finite nonabelian groups.

Proofs of the Sylow theorems give us another application of action of a group on a
set described in Section 14. This time, the set itself is formed from the group; in some
instances the set is the group itself, sometimes it is a collection of cosets of a subgroup,
and sometimes it is a collection of subgroups.
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The Sylow Theorems

Let G be a group, and let .57 be the collection of all subgroups of G. We make Y
into a G—set by letting G act on .7 by conjugation. That is, if H e .7 so H 5 G and
g e G, then g acting on H yields the conjugate subgroup gHg‘l. (To avoid confusion,
we will never write this action as gH.) By Theorem 14.13 6,, = {g e G | gHg" = H}
is a subgroup of G, which is called an isotropy subgroup. In Exercise 14 you will be
asked to show directly that G” is a subgroup of G. Since G” consists of all elements of
G that leave H invariant under conjugation, G” is the largest subgroup of G having H
as a normal subgroup.

The subgroup GH just discussed is the normalizer of H in G and will be denoted N[H]
from now on. I

In the proof of the lemma that follows, we will use the fact that if H is a finite
subgroup of a group G, then g e N[H] if ghg‘l e H for all h e H. To see this, note that
if ghlg‘l = ghzg‘l, then h1 = hz by cancellation in the group G. Thus the conjugation
map is : H —> H given by ig(h) = ghg‘l is one-to-one. Because |H| is finite, is must
then mapH onto H, so gHg‘l = H andg e N[H].

Let H be a p-subgroup of a finite group G. Then

(N[H] : H) E (G 2 H) (modp)-

Ietg be the set of left cosets of H in G, and let H act on 3 by left translation, so that
h(xH) = (hx)H. Then g becomes an H-set. Note that |$ | = (G : H).

Let us determine $3, that is, those left cosets that are fixed under action by all el-
ements ofH. Now xH = h(xH) if and only ifH = x‘lt, or if and only ifx‘lhx e H.
Thus xH = h(xH) for all h e H if and only ifx‘lhx = x‘lhor')‘l e H for all h e H,
or if and only if x" e N[H] (see the comment before the lemma), or if and only if
x e N[H]. Thus the left cosets in $3 are those contained in N[H]. The number of such
cosets is (N[H] 2 H), so |$H| = (N[H] : H).

Since H is a p-group, it has order a power of p. Theorem 14.9 then tells us that
I$| E |$H| (modp), that is, that (G : H) E (N[H] : H) (modp). 0

Let H be a p-subgroup of a finite group G. Ifp divides (G 2 H), then N[H] ¢ H.

It follows from Lemma 17.2 that p divides (N[H] : H), which must then be different
from 1.ThusH7éN[H]. O

I HISTORICAL NOTE

he Sylow theorems are due to the Norwegian
mathematician Peter Ludvig Mejdell Sylow

(1832—1918), who published them in a brief pa-
per in 1872. Sylow stated the theorems in terms of
permutation groups (since the abstract definition of
a group had not yet been given). Georg Frobenius
re-proved the theorems for abstract groups in 1887,
even though he noted that in fact every group
can be considered as a permutation group (Cay-
ley’s theorem [Theorem 8.1 1]). Sylow himself

immediately applied the theorems to the question
of solving algebraic equations and showed that any
equation whose Galois group has order a power of
a prime p is solvable by radicals.

Sylow spent most of his professional life as a
high school teacher in Halden, Norway, and was
only appointed to a position at Christiana Univer-
sity in 1898. He devoted eight years of his life to
the project ofediting the mathematical works ofhis
countryman Niels Henrik Abel.
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We are now ready for the first of the Sylow theorems, which asserts the existence
of prime-power subgroups of G for any prime power dividing |G|.

(First Sylow Theorem) Let G be a finite group and let |G| = p"m where n 2 1 and
where p does not divide m. Then

1. G contains a subgroup of order pi for each i where l 5 i 5 n,
2. Every subgroup H of G of order pi is a normal subgroup of a subgroup of

orderpi+l for 1 5 i < n.

1. We lmow G contains a subgroup of order p by Cauchy’s theorem
(Theorem 14.20). We use an induction argument and show that the existence
of a subgroup of order pi for i < n implies the existence of a subgroup of
orderpi“. Let H be a subgroup of order pi. Since i < n, we see p divides
(G : H). By Lemma 17.2, we then know p divides (N[H] : H). Since H is a
normal subgroup ofN[H], we can form N[H]/H, and we see that p divides
W[H]/H|. By Cauchy’s theorem, the factor group N[H]/H has a subgroup K,
which is of orderp. If y 2 N[H] —> N[H]/H is the canonical homomorphism,
then y"[K] = {x e N[H] | y(x) e K} is a subgroup ofN[H] and hence of G.
This subgroup contains H and is of order p“-1 .

2. We repeat the construction in part 1 and note that H < y‘1 [K] 5 N[H] where
|y"[K] | = pi“. Since H is normal in N[H], it is of course normal in the
possibly smaller group y‘1 [K]. O

A Sylowp-subgroup P ofa group G is a maximalp-subgroup of G, that is, ap-subgroup
contained in no largerp-subgroup. I

Let G be a finite group, where |G| = p"m as in Theorem 17.4. The theorem shows
that the Sylow p-subgroups of G are precisely those subgroups of order p". If P is a
Sylow p-subgroup, every conjugate n‘1 of P is also a Sylow p-subgroup. The sec-
ond Sylow theorem states that every Sylow p-subgroup can be obtained from P in this
fashion; that is, any two Sylow p-subgroups are conjugate.

(Second Sylow Theorem) Let P1 and P2 be Sylow p-subgroups of a finite group G.
Then P1 and P2 are conjugate subgroups of G.

Here we will let one of the subgroups act on left cosets of the other, and use The-
orem 14.19. Let 7 be the collection of left cosets of P1, and let P2 act on .7 by
y(xP1) = (yx)P1 for yeP2. Then .7 is a P2-set. By Theorem 14.19, lgpzl E I7 I
(mod p), and IS! I = (G : P1) is not divisible by p, so |7p1| yé 0. Let xP1 6 71:2. Then
n1 =xP1 for all y 6 P2, so x‘lnl = P1 for all y 6 P2. Thus x‘lyx 6 PI for all
y 6 P2, so x‘1P2x 5 P1. Since IP1| = |P2|, we must have P1 = x‘lP2x, so P1 and P2
are indeed conjugate subgroups. O

The final Sylow theorem gives information on the number of Sylow p-subgroups.

(Third Sylow Theorem) If G is a finite group and p divides IGI, then the number of
Sylow p-subgroups is congruent to 1 modulo p and divides |G|.

Let P be one Sylow p-subgroup of G. Let .7 be the set of all Sylow p—subgroups and let
P act on .7 by conjugation, so thatx e P carries T e .7 into xTx‘l. By Theorem 14.19,
|.7| E |.%| (mod p). Let us find 7. If T E 7, then xTJc—l = T for all x e P. Thus
P 5 N[T]. Of course, T S N[T] also. Since P and T are both Sylow p-subgmups of G,
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they are also Sylow p—subgroups of N[T]. But then they are conjugate in N[T] by The-
orem 17.6. Since T is a normal subgroup of N[T], it is its only conjugate in N[T]. Thus
T = P. Then 56 = {P}. Since LEVI E |.%| = 1 (mod p), we see the number of Sylow
p-subgroups is congruent to l modulo p.

Now let G act on .7 by conjugation. Since all Sylow p-subgroups are conjugate,
there is only one orbit in .7 under G. If P e 5”, then IYI = lorbit ofPI = (G : Gp) by
Theorem 14.17. (Gp is, in fact, the normalizer of P.) But (G : Gp) is a divisor of |G|, so
the number of Sylow p-subgroups divides |G|. 9

Theorem 17.7 is really a bit better than it sounds. Let |G| =p"m where the
prime number p does not divide m and suppose that G contains k Sylow p-subgroups.
Then Theorem 17.7 says that k is equivalent to 1 modulo p and k divides |G|. Since
gcd(k,p) = l, k must divide m.

Applications of the Sylow Theorems
The Sylow 2-subgroups of D3 have order 2. Three Sylow 2-subgroups are

{an}. {we}. {LIL/)2}
Notice that Theorem 17.7 says that the number k of Sylow 2-subgroups must be odd
and k must divide 6. However, by the observation above, k must divide 3. So in fact, the
three subgroups listed are all three of the subgroups of D3 having order 2. A

Let G be a group containing normal subgroups H and K such that H n K = [e] and
H V K = G. Then G is isomorphic to H x K. 9

We start by showing that hk = kh for k e K and h e H. Consider the commutator
hkh‘lk‘1 = (hkh")k‘1 = h(kh‘1k‘1). Since H and K are normal subgroups of G,
the two groupings with parentheses show that hkh‘lk‘l is in both K and H. Since
K n H = {e}, we see that hkh‘lk‘1 = e, so hk = kh.

Letd) : H x K—> Gbedefinedby¢(h,k) =hk. Then

¢((h.k)(h’, k’)) = ¢(hh’, kk’) = hh'kk’
= hkh’k’ = ¢(h, k)¢(h’,k’),

so 4) is a homomorphism.
If¢(h,k) =e, thenhk=e, soh =k‘1, andbothhandkareiaK. Thus h:

k = e, so Ker(¢) = {(e, e)} and ¢ is one-to-one.
By Lemma 16.4, we know that HK = H V K, and H V K = G by hypothesis. Thus

¢isontoG,andK:G. Q

We turn now to a discussion of whether there exist simple groups of certain orders. We
have seen that every group of prime order is simple. We also asserted that A, is simple
for n z 5 and that A5 is the smallest simple group that is not of prime order. There was
a famous conjecture of Burnside that every finite simple group of nonprime order must
be of even order. It was a triumph when this was proved by Thompson and Feit [21].

If p and q are distinct primes with p < q, then every group G of order pq has a single
subgroup of order q and this subgroup is normal in G. Hence G is not simple. If q is not
congruent to l modulo p, then G is abelian and cyclic.

Theorems 17.4 and 17.7 tell us that G has a Sylow q—subgroup and that the number
of such subgroups is congruent to 1 modulo q and divides pq, and therefore must
divide p. Sincep < q, the only possibility is the number 1. Thus there is only one Sylow
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q-subgroup Q of G. This group Q must be normal in G, for under an inner automorphism
it would be carried into a group of the same order, hence itself. Thus G is not simple.

Likewise, there is a Sylow p-subgroup P of G, and the number of these divides pq
and is congruent to l modulo p. This number must be either 1 or q. If q is not congruent
to l modulo p, then the number must be 1 and P is normal in G. Let us assume that
q ¢ 1 (mod p). Since every element in Q other than e is of order q and every element in
P other than e is of orderp, we have Q n P = {e}. Also Q V P must be a subgroup of G
properly containing Q and of order dividing pq. Hence Q V P = G and by Lemma 17.9
is isomorphic to Q x P or 2,, x Zp. Thus G is abelian and cyclic. 9

Recall that ifp is a prime number, then up to isomorphism there is only one group of
order p and it is cyclic. Theorem 17.10 shows that there are many nonprime numbers
n such that every group of order n is cyclic. Since 5 is not equivalent to l modulo 3,
by Theorem 17.10, every group of order 15 is cyclic. Exercise 33 shows that 15 is the
smallest composite number with this property. A

We need another lemma for some of the counting arguments that follow.

IfH and K are finite subgroups of a group G, then

(IH|)(|KI)HK = .
I I |HnK|

Let

h1(H n K), hz(H n K), h3(H n K), . . . ,h,(H n K)

be the left cosets of H n K in H with each coset listed exactly once. We let

S = {h1,h2,h3, . . . ,h,},

which includes exactly one element from each left coset of H n K in H. So

_ IHI
ISI _ |HnK|'

Letf : S x K —> HK be defined by f(h,-, k) = hik. We show that f is one-to-one and
onto.

Suppose thathk e HK. Then h 6 His in some left coset ofH n K, soh e hi(H n K)
for some h.- e S. We have that h = hix for some x e H n K. Let k1 = xk. Then (hi, k1) e
S x K and

f(hi, k1) = hikl = hixk = hk.

Thusf is onto.
We now show thatf is one-to-one. Suppose thatf(h,-, k) =f(h,~,k1). So hik = hjkl.

Then hj‘lhi = klk‘1 e H n K. But this implies that h,- and h,- are in the same left coset
of H n K, so h,- = hj~ By cancellation, k = k1 andf is one-to-one.

Since there is a one-to-one and onto functionf : S x K —> HK, we have

IHKI = ISIIKI
_ Ii.
_ |H n K|

(IHI)(IKI)
_ |HnK|'

IKI
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Lemma 17.12 is another result that counts something, so do not underestimate it.
The lemma will be used in the following way: A finite group G cannot have subgroups
H and K that are too large with intersections that are too small, or the order ofHK would
have to exceed the order of G, which is impossible. For example, a group of order 24
cannot have two subgroups of orders 12 and 8 with an intersection of order 2.

The remainder of this section consists of several examples illustrating techniques of
proving that all groups of certain orders are abelian or that they have nontrivial proper
normal subgroups, that is, that they are not simple. We recall that a subgroup H of
index 2 in a finite group G is a normal subgroup. This is because the two left cosets of
H in G are H and the set of all elements in G that are not in H. But these are also the
right cosets, which says that H is a normal subgroup of G.

No group of orderp’ for r > 1 is simple, where p is a prime. For by Theorem 17.4 such
a group G contains a subgroup of order p ‘1 normal in a subgroup of order p’, which
must be all of G. Thus a group of order 16 is not simple; it has a normal subgroup of
order 8. A

No group of order 20 is simple, for such a group G contains Sylow S-subgroups in num-
ber congruent to 1 modulo 5 and a divisor of 4, hence only 1. This Sylow 5-subgroup is
then normal, since all conjugates of it must be itself. A

No group of order 30 is simple. We have seen that if there is only one Sylow p-subgroup
for some prime p dividing 30, we are done. By Theorem 17.7 the possibilities for the
number of Sylow 5-subgroups are 1 or 6, and those for Sylow 3-subgroups are 1 or 10.
But if G has six Sylow S-subgroups, then the intersection of any two is a subgroup of
each of order dividing 5, and hence just {e}. Thus each contains 4 elements of order 5
that are in none of the others. Hence G must contain 24 elements of order 5. Similarly,
if G has 10 Sylow 3-subgroups, it has at least 20 elements of order 3. The two types
of Sylow subgroups together would require at least 44 elements in G. Thus there is a
normal subgroup either of order 5 or of order 3. A

No group of order 48 is simple. Indeed, we shall show that a group G of order 48 has
a normal subgroup of either order 16 or order 8. By Theorem 17.7 G has either one or
three Sylow 2-subgroups of order 16. If there is only one subgroup of order 16, it is
normal in G, by now a familiar argument.

Suppose that there are three subgroups of order 16, and let H and K be two of them.
Then H n K must be of order 8, for if H n K were of order 5 4, then by Lemma 17.12
HK would have at least (16)(16)/4 = 64 elements, contradicting the fact that G has
only 48 elements. Therefore, H n K is normal in both H and K (being of index 2, or by
Theorem 17.4). Hence the normalizer of H n K contains both H and K and must have
order a multiple >1 of 16 and a divisor of 48, therefore 48. Thus H n K must be normal
in G. A

No group of order 36 is simple. Such a group G has either one or four subgroups of
order 9. If there is only one such subgroup, it is normal in G. If there are four such
subgroups, let H and K be two of them. As in Example 17.16, H nK must have at
least 3 elements, or HK would have to have 81 elements, which is impossible. Thus the
normalizer of H n K has as order a multiple of >1 of 9 and a divisor of 36; hence the
order must be either 18 or 36. If the order is 18, the norrnalizer is then of index 2 and
therefore is normal in G. If the order is 36, then H n K is normal in G. A

We show every group of order 255 = (3)(5)(17) is abelian (hence cyclic by the Funda-
mental Theorem 9.12 and not simple, since 255 is not a prime). By Theorem 17.7 such
a group G has only one subgroup H of order 17. Then G/H has order 15 and is abelian
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by Theorem 17.10. By Theorem 13.22, we see that the commutator subgroup C of G
is contained in H. Thus as a subgroup of H, C has either order 1 or 17. Theorem 17.7
also shows that G has either 1 or 85 subgroups of order 3 and either 1 or 51 subgroups
of order 5. However, 85 subgroups of order 3 would require 170 elements of order 3,
and 51 subgroups of order 5 would require 204 elements of order 5 in G; both together
would then require 375 elements in G, which is impossible. Hence there is a subgroup
K having either order 3 or order 5 and normal in G. Then G/K has either order (5)(l7)
or order (3)(17), and in either case Theorem 17.10 shows that G/K is abelian. Thus
C S Kandhas order either 3, 5, or 1. Since C 5 H showed that Chas order 17 or 1, we
conclude that C has order 1. Hence C = {e}, and G/C 2 G is abelian. The Fundamental
Theorem 9.12 then shows that G is cyclic. A

I EXERCISES l7

Computations

In Exercises 1 through 4, determine the values of n,- that make each statement true.

1. A Sylow 3-subgroup of a group of order 12 has order m.
2. A Sylow 3-subgroup of a group of order 54 has order m.
3. A group of order 24 must have either n1 or n2 Sylow 2—subgroups. (Use only the information given in

Theorem 17.7.)

4. A group of order 255 = (3)(5)(17) must have either m or n; Sylow 3-subgroups and 113 or 714 Sylow
5-subgroups. (Use only the information given in Theorem 17.7.)

5. Find all Sylow 3-subgroups of S4 and demonstrate that they are all conjugate.
6. Find two Sylow 2—subgroups of S4 and show that they are conjugate.
7. Determine for which n 5 20 any group of order n is abelian.
8. Determine for which n 5 20 any group of order n is cyclic.

Concepts

In Exercises 9 through 1 1, correct the definition of the italicized term without reference to the text, if correction is
nwded, so that it is in a form acceptable for publication.

9. Let p be a prime. A p-gmup is a group with the property that every element has order p.
10. The normalizer N[H] of a subgroup H of a group G is the set of all inner automorphisms that carry H onto

itself.
11. Let G be a group whose order is divisible by a prime p. The Sylow p—subgmup of a group is the largest

subgroup P of G with the property that P has some power ofp as its order.
12. Determine whether each of the following is true or false.

8. Any two Sylow p-subgroups of a finite group are conjugate.
b. Theorem 17.7 shows that a group of order 15 has only one Sylow 5-subgroup.
c. Every Sylow p-subgroup of a finite group has order a power ofp.
(1. Every p-subgroup of every finite group is a Sylow p-subgroup.
e. Every finite abelian group has exactly one Sylow p-subgroup for each prime p dividing the order of G.
I. The normalizer in G of a subgroup H of G is always a normal subgroup of G.
g. IfH is a subgroup of G, then H is always a normal subgroup of N[H].
h. A Sylow p—subgroup of a finite group G is normal in G if and only if it is the only Sylow p—subgroup of G.
i. IfG is an abelian group and H is a subgroup of G, then N[H] = H.
j. A group of prime-power order 1)" has no Sylow p-subgroup.
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13. Determine whether each of the following is true or false.

a. Every group of order 159 is cyclic.
1). Every group of order 102 has a nontrivial proper normal subgroup.
c. Every group of order p3 is abelian, assuming thatp is a prime number.
d. There is a simple group of order 1128.
e. It would be quite tedious to show that no group of nonprime order between 60 and 168 is simple by the

methods illustrated in the text
1’. No group of order 21 is simple.
g. Every group of 125 elements has at least 5 elements that commute with every element in the group.
h. Every group of order 42 has a normal subgroup of order 7.
i. Every group of order 42 has a normal subgroup of order 3.
j. The only simple groups are the groups 2,, and An, where p is a prime and n > 4.

Theory

14. Let H be a subgroup of a group G. Show that 63 = {g e G | gHg‘l = H) is a subgroup of G without using
Theorem 14.13.

15. Let G be a finite group and let primes p and q 7’: p divide |G|. Prove that if G has precisely one proper Sylow
p—subgroup, it is a normal subgroup, so G is not simple.

16. Show that every group of order 45 has a normal subgroup of order 9.
17. Let G be a finite group and let p be a prime dividing |G|. Let P be a Sylow p—subgroup of G. Show that

N[N[P]] = N[P]. [Hint: Argue that P is the only Sylow p—subgroup of N[N[P]], and use Theorem 17.6.]

18. Let G be a finite group and let a prime p divide |G|. Let P be a Sylow p—subgroup of G and let H be any
p—subgroup of G. Show there exists g e G such that gHg‘l 5 P.

19. Show that every group of order (35)3 has a normal subgroup of order 125.
20. Show that there are no simple groups of order 255 = (3)(5)(17).

21. Show that there are no simple groups of orderp’m, where p is a prime, r is a positive integer, and m < p.
22. Prove that all simple groups of order at most 20 are cyclic.
23. Let p beia prime. Show that a finite group of order p’l contains normal subgroups H,- for 0 5 i 5 n such that

|H,-| = p' and H,- < Hi.“ forO S i < n. [Hint.' See Theorem 14.24.]

24. Let G be a finite group and let P be a normal p—subgroup of G. Show that P is contained in every Sylow
p—subgroup of G.

25. Prove that ifp 2 3 is a prime number and k z 1, then any group G of order 2p" is not simple.
26. Prove that every group of order (5)(7)(47) is abelian and cyclic.

27. Prove that no group of order 96 is simple.
28. Show that every group of order 30 contains a subgroup of order 15. [Hint Use the last sentence in Exam-

ple 17.15 and go to the factor group]
29. Prove that no group of order 160 is simple.
30. Let G be a finite group and suppose that for each k that divides IGI, G has at most one subgroup of order k.

Prove that G is cyclic.
31. Let G be a finite group. Use the group action of G on G given by conjugation, g *x = gxg‘l, to prove the

formula |G| = IZ(G)I + n1+ n2 + - - - + n, whereZ(G) is the center ofGand n1,n2, . . . ,nk arethe orbit sizes
for the orbits containing at least two elements. This formula is called the class equation.

32. By arguments similar to those used in the examples of this section, convince yourself that the only simple
groups of order less than 60 are cyclic. You need not write out all the details.

33. Show that for every positive integer n < 15, if every group of order n is cyclic, then n is prime.
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SERIES OF GROUPS

Subnormal and Normal Series

This section is concerned with the notion of a series of a group G, which gives insight
into the structure of G. The results hold for both abelian and nonabelian groups. They
are not too important for finitely generated abelian groups because of the Fundamental
Theorem of Finitely Generated Abelian Groups. Many of our illustrations will be taken
from abelian groups, however, for ease of computation.

A subnormal (or subinvariant) series ofa group G is a finite sequence H0, H1, - - - , [1,,
of subgroups of G such that H,- < [1,-1.1 and H.- is a normal subgroup of Hi.” with
Ho = {e} and H" = G. A normal (or invariant) series of G is a finite sequence
H0, H1, - - - ,1!" of normal subgroups of G such that H; < HHhHo = {e}, and H,' = G.

I

Note that for abelian groups the notions of subnormal and normal series coincide,
since every subgroup is normal. A normal series is always subnormal, but the converse
need not be true. We defined a subnormal series before a normal series, since the concept
of a subnormal series is more important for our work.

'IWo examples of normal series of Z under addition are

{0} < 8Z < 4Z < Z

and

{0} < 9Z < Z.

We let G = D4, the dihedral group. The series

{1} < {Ml} < {hmpzmpz} < D4
is a subnormal series since each subgroup is nomral in the one to its right. The subgroup
{t, u} is not a normal subgroup of D4 since pup‘l = upz ¢ {1, u}. So this series is a
subnormal series, but not a normal series. A

A subnormal (normal) series {Kj} is a refinement of a subnormal (normal) series [Hi]
of a group G if {H} S {Ki}: that is, if each H.- is one of the Ki- I

The series

{0}<72Z<24Z<8Z<4Z<Z

is a refinement of the series

{0} < 72Z < 8Z < Z.

TWO new terms, 4Z and 24Z, have been inserted. A

Of interest in studying the structure of G are the factor groups Hm/Hi. These are
defined for both normal and subnormal series, since H,- is normal in Hm in either case.

Two subnorrual (normal) series {Hi} and {Kj} of the same group G are isomorphic if
there is a one-to—one correspondence between the collections of factor groups {Hi+1 /H,v}
and {Kj+1/Kj} such that corresponding factor groups are isomorphic. I
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Clearly, two isomorphic subnonnal (normal) series must have the same number of
groups.

The two series of Z5,

{0} < (5) < 215
and

{0} < (3) < Z15,
are isomorphic. Both Z15/(5) and (3) /{0} are isomorphic to Z5, and Z15/ (3) is isomor-
phic to (5)/{0}, or to Z3. A

The Schreier Theorem

We proceed to prove that two subnormal series of a group G have isomorphic refine-
ments. This is a flmdamental result in the theory of series. Although the proof is a little
technical, it is broken up into smaller pieces that make it easier to follow. Before starting
the proof, we give an example to illustrate the goal of our investigation.

Let us try to find isomorphic refinements of the series

{0} < 8Z < 4Z < Z

and

{0} < 9Z < Z

given in Example 18.2. Consider the refinement

{0}<72Z<8Z<4Z<Z

of [0} < 8Z < 4Z < Z and the refinement

{0}<72Z<18Z<9Z<Z

of {0} < 9Z < Z. In both cases the refinements have four factor groups isomorphic to
Z4, Z2, Z9, and 72Z or Z. The order in which the factor groups occur is different to be
sure. A

We start with a rather technical lemma developed by Zassenhaus. This lemma is
sometimes called the butterfly lemma, since Fig. 18.9, which accompanies the lemma,
has a butterfly shape.

(Zassenhaus Lemma) Let H,K 5 G be subgroups and H‘ 51 H, K” 51 K be normal
subgroups of H and K, respectively. Then

1. H*(H n K”) is a normal subgroup of H*(H n K),
2. K*(H‘ n K) is a normal subgroup of K*(H n K), and
3. The factor groups H*(H n K)/H*(H n K*), K*(H n K)/K*(H‘ n K), and

(H n K)/[(H* n K)(H n K‘)] are all isomorphic.

It may be helpful to follow along with Figure 18.9 to visualize the subgroups that we
refer to in the proof. Before beginning the proof of normality, we need to verify that
the sets involved are in fact subgroups of G. All three sets H*, H n K*, and H n K
are subgroups of H. Furthermore, H* is a normal subgroup of H, so by Lemma 16.4,
H*(H n K*) and H*(H n K) are subgroups of H. Thus H*(H n K*) and H*(H n K) are
also subgroups of G. Clearly, H*(H n K*) is a subgroup of H*(H n K).
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H'(HnK) K'(HnK)

/
L=(H’nK)(HnK‘)

H’nK Hf'lK'

18.9Figure

We now show that H*(H n K") is a normal subgroup of H*(H n K). We let
w e H*(H nK‘) and y e H*(HnK). We need to verify that ywy‘l e H*(HnK*).
By definition, w = h): andy e hzg for some h1,hz e H",x e HnK“, andg 6 H0 K.
We write

m“ = hzghucg‘lhz-l
= h2(ghlg_l)gxg_lhz_l
= hzhggxg_1h2_l

for some kg, 6 H“ since H“ is a normal subgroup of H. We note that I12" and hzh3
are both elements of H“ 5 H"(H n K"). Furthermore gxg‘l e K" since g e K and K“
is a normal subgroup of K. Also gxg“ e H since both g and x are elements of H.
Thus, gxg‘1 e H n K" 5 K*(H n K“). So, ywy‘1 is the product ofelements in the group
H*(H n K"), which implies that ywy‘1 e H*(H n K“). Thus we have shown Part 1 of
the Theorem.

We use the Second Isomorphism Theorem (16.5) to prove the third part of the
Lemma. Let N’ = H*(H n K") and H’ = H n K. So N’ is a normal subgroup of
H*(H n K) and H’ is a subgroup ofH*(H U K). By Lemma 16.4 N’H’ is a group and

N’H’ = H*(H n K“)(H n K)
= H*(H n K).

The Second Isomorphism Theorem says that N’H’/N’ : H’/(H’ n N’). We have

N’H’/N’ = H*(H n K)/H”(H n K")

and
H’/(H’ n N’) = (H n K)/(H*(H n K") n (H n K)).

Exercise 11 in Section 16 shows that

H*(H n K‘) n (H n K) = (H* n K)(H nK').

Thus

H*(HnK)/(H*(HnK‘)) 2 (H nK)/((H' “K)(HnK*)).
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By reversing the roles of H and K (as well as H“ and K‘), the proof given above
proves Part 2 as well as the other half of Part 3 of the Zassenhaus Lemma. 9

(Sehreier Theorem) Two subnormal (normal) series of a group G have isomorphic
refinements.

Let G be a group and let
{e}=Ho<H1<H2<---<H,,=G (1)

and
{e}=Ko<K1<K2<---<K,,.=G (2)

be two subnormal series for G. For i where 0 5 i 5 n — 1, form the chain of groups

”1’ = Hi(Hi+l 0 K0) 5 Hi(Hi+l 0 K1) 5 ... S Hi(Hi+l n Km) = Hi+l-
This inserts m - 1 not necessarily distinct groups between H.- and Hi“. If we do this
for each i where 0 5 i 5 n — l and let Hi‘; = Hi(H,-+l n Ki), then we obtain the chain of
groups

{e} = Hop 5 110,1 5 H03 5 S H0,m—1 S Hm
5 111,15 H1,2 S ' " S H1,m—l S H2,o
S H2,1 5 H23 5 S H2,m—l 5 113,0

IA

5 Hn—1,1 S H —1,2 5 ' ‘ ' S Hn—lJn—I S H —1,m
= G. (3)

This chain (3) contains nm + 1 not necessarily distinct groups, and Hm = H,- for each 1‘.
By the Zassenhaus Lemma, chain (3) is a subnormal chain, that is, each group is normal
in the following group. This chain refines the series (1).

In a symmetric fashion, we set Kii = KI(KJ’+1 0H,) for 0 5 j 5 m — l and
0 5 i 5 n. This gives a subnormal chain

{8} = Ko,o 5 Km 5 Km 5 S K0,n—l 5 Km
5 K1,1 S K1,2 S ' ‘ ' S K1,n—l 5 K29
S K2,1 S K2,2 S S K2,n—l 5 K39

IA

5 Km—1,1 S K —1,2 5 ‘ ' ' S Km—1,n—l S K —l,n
= G. (4)

This chain (4) contains mn + 1 not necessarily distinct groups, and Km = Kj for eachj.
This chain refines the series (2).

By the Zassenhaus Lemma 18.10, we have

Hi(Hi+1 n Kj+l)/Hi(Hi+l n Kj) 2 Kj(Kj+1 n Hi+l)/Kj(Kj+l 0 Hi).
or

Hij+l /Hi,i 2 Kj,i+1 /Kj,r‘ (5)

for 0 5 i _<_ n — 1 and 0 5 j 5 m — l. The isomorphisms of relation (5) give a one-to-
one correspondence of isomorphic factor groups between the subnormal chains (3) and
(4). To verify this correspondence, note that Hm = H,- and Hi,” = ,-+1, while K130 = Kj
and Kim = Kj+l . Each chain in (3) and (4) contains a rectangular array ofmu symbols 5-
Each 5 gives rise to a factor group. The factor groups arising from the rth row of 5’s
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in chain (3) correspond to the factor groups arising from the rth column of 5’s in chain
(4). Deleting repeated groups from the chains in (3) and (4), we obtain subnormal series
of distinct groups that are isomorphic refinements of chains (1) and (2). This establishes
the theorem for subnormal series.

For normal series, where all H,- and [{1- are normal in G, we merely observe that
all the groups Hi,- and Kit‘ formed above are also normal in G, so the same proof
applies. This normality of Hia' and Kji follows at once from the second assertion in
Lemma 16.4 and from the fact that intersections of normal subgroups of a group yield
normal subgroups. O

The Jordan—Holder Theorem

We now come to the real meat of the theory.

A subnormal series {Hi} of a group G is a composition series if all the factor groups
Hi.” /H,' are simple. A normal series {H.-} of G is a principal or chief series if all the
factor groups Hi+1/H,- are simple. I

Note that for abelian groups the concepts of composition and principal series coin-
cide. Also, since every normal series is subnormal, every principal series is a composi-
tion series for any group, abelian or not.

We claim that Z has no composition (and also no principal) series. For if

{0}=H0<H1< <H,._1<H,.=Z

is a subnormal series, H1 must be of the form rZ for some r e Z+. But then H1 /H0
is isomorphic to rZ, which is infinite cyclic with many nontrivial proper normal sub-
groups, for example, 2rZ. Thus Z has no composition (and also no principal) series.

A

The series
{e} < A,l < S,l

for n 2 5 is a composition series (and also a principal series) of S... because A,l/{e} is
isomorphic to A", which is simple for n 2 5, and S,,/A,, is isomorphic to 22, which is
simple. Likewise, the two series given in Example 18.7 are composition series (and also
principal series) of 215. They are isomorphic, as shown in that example. This illustrates
our main theorem, which will be stated shortly. A

Observe that by Theorem 13.20, H,~+1/H,- is simple if and only if H,- is a maximal
normal subgroup of Hi+1. Thus for a composition series, each H; must be a maximal
normal subgroup of Hi“. To form a composition series ofa group G, we just huntfor
a maximal normal subgroup H -1 of G, then for a maximal normal subgroup H,._2
of H -1, and so on. If this process terminates in a finite number of steps, we have a
composition series. Note that by Theorem 13.20, a composition series cannot have any
further refinement. To form a principal series, we have to huntfor a maximal normal
subgroup Hn_1 of G, then for a maximal normal subgroup H,._2 of H -1 that is also
normal in G, and so on. The main theorem is as follows.

(Jordan—Holder Theorem) Any two composition (principal) series of a group G are
isomorphic.

Let {H} and {K} be two composition (principal) series of G. By Theorem 18.11,
they have isomorphic refinements. But since all factor groups are already simple,
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Theorem 13.20 shows that neither series has any further refinement. Thus {Hi} and {Ki}
must already be isomorphic. O

For a finite group, we should regard a composition series as a type of factoriza-
tion of the group into simple factor groups, analogous to the factorization of a positive
integer into primes. In both cases, the factorization is unique, up to the order of the
factors.

We illustrate the analogy between factoring integers and composition series with an
example. Let n e Z+. We factor n into its prime factors it =p1p2p3 . . .pk, where the
prime factors may be repeated and they are in any order. The series

{0} < (P1P2P3 "‘Pk—l) < (P1P2P3"'Pk—2) < (Plpzpsmpr—a) < < (P1) < Zn

is a composition series since the factor groups are isomorphic with Z", m, ZPH, . . . ,
Z," , which are all simple. For each choice of ordering the prime numbers p1, p2, . . . ,pk
we get a different composition series, but they are all isomorphic since the factor groups
are Z“, Z“, . . . , Zpk in some order. A

I HISTORICAL NOTE

his first appearance of what became the
Jordan—Holder theorem occurred in 1869 in

what we now call permutation groups, remained
the standard treatise on group theory for many

a commentary on the work of Galois by the
brilliant French algebraist Camille Jordan (1838—
1922). The context of its appearance is the
study of permutation groups associated with the
roots of polynomial equations. Jordan asserted
that even though the sequence of normal sub-
groups G,I,J,-~of the group of the equation
is not necessarily unique, nevertheless the se-
quence of indices of this composition series is
unique. Jordan gave a proof in his monumen-
tal 1870 Treatise on Substitutions and Algebraic
Equations. This latter work, though restricted to

years.
The Holder part of the theorem, that the se-

quence of factor groups in a composition series is
unique up to order, was due to Otto H61der(1859—
1937), who played a very important role in the
development of group theory once the completely
abstract definition of a group had been given.
Among his other contributions, he gave the first ab-
stract definition of a “factor group” and determined
the structure of all finite groups of square-free
order.

18.17 Theorem
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If G has a composition (principal) series, and if N is a proper normal subgroup of G,
then there exists a composition (principal) series containing N.

The series

{e} < N < G

is both a subnormal and a normal series. Since G has a composition series {Hi}, then by
Theorem 18.11 there is a refinement of {e} < N < G to a subnormal series isomorphic
to a refinement of {Hi}. But as a composition series, {Hi} can have no further refinement.
Thus {e} < N < G can be refined to a subnormal series all of whose factor groups are
simple, that is, to a composition series. A similar argument holds if we start with a
principal series {Kj} of G. O

A composition (and also a principal) series of Z4 X Z9 containing ((0, 1)) is

{(0.0)} < ((0,3)) < ((0,1)) < (2) X (1) < (1) X (1) =Z4 X L» A
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The next definition is basic to the characterization of those polynomial equations
whose solutions can be expressed in terms of radicals.

A group G is solvable if it has a composition series {Hi} such that all factor groups
Hi+1/H,- are abelian. I

By the Jordan—Holder theorem, we see that for a solvable group, every composition
series {Hi} must have abelian factor groups Hi+1/H.-.

The group S3 is solvable, because the composition series

{e} < A3 < S3

has factor groups isomorphic to 23 and 22, which are abelian. The group S5 is not
solvable, for since A5 is simple, the series

{e} <A5 < 55

is a composition series, and A5/ {e}, which is isomorphic toA5, is not abelian. This group
A5 oforder 60 can be shown to be the smallest group that is not solvable. This fact is
closely connected with the fact that a polynomial equation of degree 5 is not in general
solvable by radicals, but a polynomial equation of degree 5 4 is. A

The Ascending Central Series

We mention one subnormal series for a group G that can be formed using centers of
groups. Recall from Section 13 that the center Z(G) of a group G is defined by

2(0): {ZEGIzg=norallgeG},

and that Z(G) is a normal subgroup of G. If we have the table for a finite group G, it is
easy to find the center. An element a is in the center of G if and only if the row with
header a and the column with header a list the elements of G in the same order.

Now let G be a group, and let Z(G) be the center of G. Since Z(G) is normal in G,
we can form the factor group G/Z(G) and find the center Z(G/Z(G)) of this factor group.
Since Z(G/Z(G)) is normal in G/Z(G), if y : G —> G/Z(G) is the canonical map, then
by Theorem 13.18, y‘1[Z(G/Z(G))] is a normal subgroup Z] (G) of G. We can then form
the factor group G/Zl (G) and find its center, take (y;)‘1 of it to get 22(6), and so on.

The series

{e} S 2(0) 5 21(0) 5 22(0) 5 ~-

described in the preceding discussion is the ascending central series of the group G.
I

For n z 3, the center of S, is just the identity l. Thus the ascending central series
of S,. is

{t} s {t} 5 {t} s

The center of the dihedral group D4 is {1, p2}. The factor group D4/{l, p2} has order 4,
and each element has order 1 or 2, so D4/{l, p2} is isomorphic with the Klein 4—group,
which is abelian. Therefore the center of D4/{l, p2} is the whole group, and the central
series for D4 is

{t}s{t.p2}sD4sD4sD4s.... A
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I EXERCISES l8

Computations
In Exercises 1 through 5, give isomorphic refinements of the two series.

1.
2.
3.
4.
5.
6.
7.
8.
9.

10.
ll.
12.
13.
14.

{0}<10Z < Zand{0} < 25Z < Z
{0} <60Z<202<Zand{0} <245Z<49Z<Z

{0} < (9) < Z54 and [0} < (2) < Z54
{0} < (9) < (3) < Z72 and {0} < (36) < (12) < Z72
{(0,0)} < (602) x Z < (10Z) x Z < Z x Zand {(0,0)} < Z x (80Z) < Z x (20Z) < Z x Z
Find all composition series of Z90 and show that they are isomorphic.
Find all composition series of Z43 and show that they are isomorphic.
Find all composition series of Z5 x Z5.
Find all composition series of S3 x Z2.

Find all composition series of 7/2 x Z5 x Z7.

Find the center of 53 X Z4.
Find the center of 53 X D4.
Find the ascending central series of S3 x Z4.
Find the ascending central series of S3 x D4.

Concepts

In Exercises 15 and 16, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.
15.

l6.
17.

18.
19.

A composition series of a group G is a finite sequence

{e}=H0 <H1<H2 < <H,,_1<H,,=G

of subgroups ofG such that H,- is a maximal normal subgroup of H.-+1 fori = 0, 1,2, - - - , n — 1.
A solvable group is one that has a composition series of abelian groups.
Detennine whether each of the following is true or false.
a. Every normal series is also subnormal.
h. Every subnormal series is also normal.
c. Every principal series is a composition series.
d. Every composition series is a principal series.
e. Every abelian group has exactly one composition series.
1‘. Every finite group has a composition series.
g. A group is solvable if and only if it has a composition series with simple factor groups.
h. S7 is a solvable group.
i. The Jordan—Holder theorem has some similarity with the Fundamental Theorem ofArithmetic, which states

that every positive integer greater than 1 can be factored into a product of primes uniquely up to order.
j. Every finite group of prime order is solvable.
Find a composition series of S3 x S3. Is S3 x S3 solvable?

Is the dihedral group D4 solvable?
Let G be Z36. Refer to the proof of Theorem 18.11. Let the subnormal series (1) be

{0} < (12) < (3) < 766
and let the subnormal series (2) be

{0} < (18) < Z36.



Section 18 Exercises 165

Find chains (3) and (4) and exhibit the isomorphic factor groups as described in the proof. Write chains (3)
and (4) in the rectangular array shown in the text.

21. Repeat Exercise 20 for the group 2224 with the subnormal series (1)

{0} < (12) < (4) < Z24

and (2)

{0} < (6) < (3) < Z24-
Theory
22. LetH‘,H, ande subgroups ofG with H" normal inH. Show thatH“ nKis normaliaK.
23. Show that if

Ho={e}<H1<H2 <---<H,,=G

is a subnormal (normal) series for a group G, and if Hi+1/H.- is of finite order 5,-4.1, then G is of finite order
3132 - - ~ 3".

24. Show that an infinite abelian group can have no composition series. [Hint: Use Exercise 23, together with the
fact that an infinite abelian group always has a proper nontrivial subgroup]

25. Show that a finite direct product of solvable groups is solvable.
26. Show that ifH 31 G is a normal subgroup, H is solvable, and G/H is solvable, then G is solvable.
27. Show that for n z 3, D" is solvable.
28. Show that a subgroup K of a solvable group G is solvable. [Hint: Let Ho = {e} < H] < - - - < H" = G be a

composition series for G. Show that the distinct groups among K n H,- for i = 0, - - - ,n form a composition
series for K. Observe that

(K n Hi)/(K n Iii—1): [Hi—1(K n Hi)]/[Hi—1].
by Theorem 16.5, with H = K n H.- andN = Hi_1, and that H.-_1(K n H.-) 5 H,-.]

Let Ho = {e} < H] < - - - < Hn = G be a composition series for a group G. Let N be a normal subgroup of
G, and suppose that N is a simple group. Show that the distinct groups among H0,H,-N for i = 0, - - - , n also
form a composition series for G. [Hint.' H,-N is a group by Lemma 16.4. Show that H-_1N is normal in H,-N.
By Theorem 16.5

29

(H.-N>/(H-_1N> z Hi/[Hi n (H-—1N)L
and the latter group is isomorphic to

[Hi/Hi—l]/[(Hi n (Hi—1N»/Hi—1L
by Theorem 16.8. But H.-/H--1 is simple]

30. Leteagroup, andletHo = {e} < H1< < H,I = Gbeacomposition series forG. Leteanormal
subgroup of G, and let y : G —> G/N be the canonical map. Show that the distinct groups among y[H.-] for
i = 0, - - ~ ,n, form a composition series for G/N. [Hint Observe that the map

11’ i HiN -> ylHi]/V[Hi—1]
defined by

Whirl) = y(h.-n)y[H-_1]
is a homomorphism with kernel Hi_1N. By Theorem 16.2.

y[Hi]/Y[Hi—l] 1' (HIM/(H-—1N).
Proceed via Theorem 16.5, as shown in the hint for Exercise 29.]

31. Prove that a homomorphic image ofa solvable group is solvable. [Hint: Apply Exercise 30 to get a composition
series for the homomorphic image. The hints for Exercises 29 and 30 then show how the factor groups of this
composition series in the image look.]

32. Prove that a finite p-group is solvable.
33. Prove that a group G with 2"p" elements is solvable ifp > 2" is a prime.
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FREE ABELIAN GROUPS

In this section we introduce the concept of free abelian groups and prove some re-
sults concerning them. The section concludes with a demonstration of the Fundamental
Theorem of Finitely Generated Abelian Groups (Theorem 9.12).

Free Abelian Groups

We should review the notions of a generating set for a group G and a finitely generated
group, as given in Section 7. In this section we shall deal exclusively with abelian groups
and use the standard additive notations as follows:

0 for the identity, + for the operation,

na = a + a + - - - + a
@—

nsummands +f eZ and eG.—na=(—a)+(—a>+---+(—a) °”' “\—V—a

nsummands
0a = 0 for the first 0 in Z and the second in G.

We shall continue to use the symbol x for direct product of groups rather than change
to direct sum notation.

Notice that {(1, 0), (0, 1)} is a generating set for the group Z X Z since
(n, m) = n(1,0) + m(0, 1) for any (n, m) in Z x Z. This generating set has the property
that each element of Z x Z can be uniquely expressed in the form n(1,0) + m(0, 1).
That is, the coefficients n and m in Z are unique.

Let X be a subset of a nonzero abelian group G. The following conditions on X are
equivalent.

1. Each nonzero element a in G can be expressed uniquely (up to order of
summands) in the form a = nlxl + nzxz + - - - + nrx, for n,- ¢ 0 in Z and
distinct x,- in X.

2. X generates G, and um + nzxz + - - - + nrx, = 0 for n.- e Z and distinct
xieXifandonlyifn1=n2 = =nr=0_

Suppose Condition 1 is true. Since G aé {0}, we have X yé {0}. It follows from 1 that
0 g! X, for ifx,- = 0 andxj 9e 0, thea = x,- + xj, which would contradict the uniqueness
of the expression for Xj. From Condition 1, X generates G, and nlxl + nzxz + - - - +
n,x,=0 if m =n2 =--- =n,=0. Suppose that n1x1+n2x2+---+n,x,=0 with
some n.- ;E 0; by dropping terms with zero coefficients and renumbering, we can assume
all In 7E 0. Then

x1 =x1+(n1x1+n2Xz + ---+n,xr)
=(n1+1)x1+n2x2+---+nnxn

which gives two ways of writing In 9E 0, contradicting the uniqueness assumption in
Condition 1. Thus Condition 1 implies Condition 2.

We now show that Condition 2 implies Condition 1. Let a E G. Since X generates
G, we see a can be written in the form a = mm + nzxz + - - - + n,x,. Suppose a has
another such expression in terms of elements of X. By using some zero coefficients
in the two expressions, we can assume they involve the same elements in X and are
of the form
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a=n1x1 +n2x2+"'nrxr

a = m1x1+m2x2 + ' ~ ‘mrxr-

Subtracting, we obtain

0 =(n1— m1)x1+(n2 - m2)xz + - -- + ("r — mr)xn

soni — m,- = 0by Condition 2, and n, = m, fori = 1,2, - - - ,r. Thus the coefficients are
unique. 9

An abelian group having a generating set X satisfying the conditions described in
Theorem 19.1 is a free abelian group, and X is a basis for the group. I

The group Z x Z is free abelian and {(1, 0), (0, 1)} is a basis. Similarly, a basis for the
free abelian group Z x Z X Z is {(1, 0, 0), (0, l, 0), (0, 0, 1)}, and so on. Thus finite
direct products of the group Z with itself are free abelian groups. A

The group Z,l is not free abelian, for ID: = 0 for every x e Z", and n ;E 0, which would
contradict Condition 2. A

From Example 19.4 it seems reasonable that if G is an abelian group with a nonzero
element of finite order, then G is not a free abelian group. Exercise 10 asks you to
provide a proof of this fact. However, there are other obstacles that prevent an abelian
group from being free. For example, no rational number other than 0 has finite order,
but Exercise 13 asks for a proof that Q is not a free abelian group.

Suppose a free abelian group G has a finite basis X = {x1,x2, - . - ,x,}. Ifa e G and
a 7E 0, then a has a unique expression of the form

a=n1x1+n2xz+---+n,.x, for nieZ.

(Note that in the preceding expression for a, we included all elements x,~ of our finite
basis X, as opposed to the expression for a in Condition 1 of Theorem 19.1 where
the basis may be infinite. Thus in the preceding expression for a we must allow the
possibility that some of the coefficients n,- are zero, whereas in Condition 1 of Theorem
19.1, we specified that each ni # 0.)
We define

¢:G—>Zx---XZ
—,—I

rfactors

by ¢(a) = (n1,n2,--- ,n,) and 45(0) = (0,0,--- ,0). It is straightforwardto check that
:15 is an isomorphism. We leave the details to the exercises (see Exercise 9) and state the
result as a theorem.

If G is a nonzero free abelian group with a basis of r elements, then G is isomorphic to
Z x Z xx Zforrfactors.

It is a fact that any two bases of a free abelian group G contain the same number of
elements. We shall prove this only if G has a finite basis, although it is also true if every
basis of G is infinite. The proof is really lovely; it gives an easy characterization of the
number of elements in a basis in terms of the size of a factor group.

Let G aé {0} be a free abelian group with a finite basis. Then every basis of G is finite,
and all bases of G have the same number of elements.
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Let G have a basis {x1,x2,- - - ,x,}. Then G is isomorphic to Z x Z x - - - x Z for r
factors. Let ZG = {2g | g e G}. It is readily checked that ZG is a subgroup of G. Since
GsZx forrfactors,wehave

G/ZG:(Zx xZ)/(2Zx2Zx XZZ)

2 Z2 x Z; x - . - x Z2

for r factors. Thus |G/2GI = 2’, so the number of elements in any finite basis X is
logz |G/ZGl. Thus any two finite bases have the same number of elements.

It remains to show that G cannot also have an infinite basis. Let Y be any basis for G,
and let {y1, yz, - - - , y,} be distinct elements in Y. Let H be the subgroup of G generated
by [y], y;, - - - , y,}, and let K be the subgroup of G generated by the remaining elements
of Y. It is readily checked that G 2 H x K, so

G/ZG : (H x K)/(2H x 2K) 2 (H/ZH) x (K/2K).

Since |H/2Hl = 2’,we see |G/2G| Z 2". Since we have |G/ZGI = 2',weseethats 5 r.
Then Y cannot be an infinite set, for we could take 3 > r. 9

If G is a free abelian group, the rank of G is the number of elements in a basis for G.
(All bases have the same number of elements.) I

Proof of the Fundamental Theorem

We shall prove the Invariant Factor version of the Fundamental Theorem (Theorem
9.14) by showing that any finitely generated abelian group is isomorphic to a factor
group of the form

(ZXZX xZ)/(d1Zxds xd,Zx {0} x X {0}),

where both “numeraton” and “denominator” have n factors, and d1 divides d2, which
divides d3 - - - , which divides d... The Prime Factor version, Theorem 9.12, will then
follow.

To show that G is isomorphic to such a factor group, we will show that there is a
homomorphismo x Z X - - - x Z onto G with kernel ofthe form dlZ x dzZ x - - - x
d,Z x {0} x - - - x {0}. The result will then follow by Theorem 12.14. The theorems that
follow give the details of the argument. Our purpose in these introductory paragraphs is
to let us see where we are going as we read what follows.

Let G be a finitely generated abelian group with generating set {(11, az,- - - , an}. Let

¢:Zx---xZ—>G
—F—d

n factors

be defined by ¢(h1,h2, - - - ,h,,) = hlal + hzaz + - - - + h,,a,,. Then ¢ is a homomor-
phism onto G.

From the meaning of hia; for h.- e Z and a; e G, we see at once that

¢[(h1.--- .hn)+(k1.--~ ,kn)] = ¢(h1+k1.m .hn +kn)
=(h1+ k1)a1+ ‘ ' ‘ + (hr: + kn)an
= (h1a1 + k1a1)+ - - - + (h,.a,. + knan)

= (h1a1 + - - - + hnan) + (klai + - ‘ - + knan)
= ¢(k1,--- ,kn)+¢(h1.--- .71»)-

Sinoe {ah - - - , an} generates G, clearly the homomorphism q) is onto G. O
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We now prove a “replacement property” that makes it possible for us to adjust a
basis.

IfX = {x1, - - - ,x,} is abasis for afree abelian group G andt e Z, thenfori #j, the set

Y ={x1,--- ,xj—1,xj + txi,x,-+1,--- Jr}
is also a basis for G.

Since xj = (-t)x,v + (1)(x_,- + txi), we see that x,- can be recovered from Y, which thus
also generates G. Suppose

mm + - - - + nj_1xj_1 + nj(x,- + m) + nj+1xj+1 + - - - + nrxr = 0-
Then

nm+---+(m+n;t)x.-+---+n,-x,-+---+n,x,=0.
andsinceXisabasisml=..-=ni+njt=...=nj=...=nr=0'F1-omnj=oand
n,~+n,-t=0,itfollows thatni=0also, so u; =~.=n,~=---=nj=---=n,=0,
and ConditionZof Theorem 19.1 is satisfied. Thus Y isabasis. O

A basis for Z x Z is {(1, 0), (0, 1)}. Another basis is {(1, 0), (4, 1)} for (4, 1) = 4(l,0) +
(0, 1). However, {(3,0), (0, 1)} is not a basis. For example, we cannot express (2, 0) in
the form n1(3,0) + n2(0,1), for n, 712 e Z. Here (3,0) = (l, 0) + 2(1, 0), and a multiple
of a basis element was added to itself, rather than to a dtflerent basis element. A

A free abelian group G of finite rank may have many bases. We show that ifK 5 G,
then K is also free abelian with rank not exceeding that of G. Equally important, there
exist bases of G and K nicely related to each other.

Let G be a nonzero free abelian group of finite rank n, and let K be a nonzero subgroup of
G. Then K is free abelian of rank s 5 n. Furthermore, there exists a basis {x1,xz, - - - ,x,.}
for G and positive integers, d1,dz,- - - ,d, where d,- divides di+1 for i: l,- - - ,s — 1,
such that {dlxh dzxz, - - - , d,x,} is a basis for K.

We show that K has a basis of the described form, which will show that K is free abelian
of rank at most n. Suppose Y = {y1, - - - , y,,} is a basis for G. All nonzero elements in K
can be expressed in the form

k1)’r + - - - + 161%.,
where some |k.-| is nonzero. Among all bases Y for G, select one Y1 that yields the
minimal such nonzero value |k.~| as all nonzero elements of K are written in terms of the
basis elements in Y1. By renumbering the elements of Y1 if necessary, we can assume
there is W1 6 K such that

W1 =d1y1+k2yz+---+k,, ,.

where d1 > 0 and d1 is the minimal attainable coefficient as just described. Using the
division algorithm, we write kj = dlqi + r,- where 0 5 r; < d1 forj = 2, - -- ,n. Then

W1=d1(yr+q2y2+---+qnyn)+r2y2+---+rnyn- (1)
Now let x1 =y1 +q2y2 + - - - +q,.y,.. By Theorem 19.9 {x1,y2,- -- ,yn} is also a ba-
sis for G. From Eq. (1) and our choice of Y1 for minimal coefficient d1, we see that
r2: =r,, =0.Thusd1x1 6K.

We now consider bases for G of the form {x1,y2, - - - , yn}. Each element of K can
be expressed in the form

h1x1+k2y2+ +kn n-
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Since dlxl e K, we can subtract a suitable multiple of dlxl and then using the mini-
mality of d1 to see that h] is a multiple of (11, we see we actually have k2y2 + - - - + k,l ,,
in K. Among all such bases {x1,y2, - - - , y,.}, we choose one Y2 that leads to some k,- ;é 0
of minimal magnitude. (It is possible all k,- are always zero. In this case, K is generated
by dlxl and we are done.) By renumbering the elements of Y2 we can assume that there
is w; e K such that

W2 =d2y2+"'+knyn
where dz > 0 and 112 is minimal as just described. Exactly as in the preceding paragraph,
we can modify our basis from Y; = {x1,yz, . - . ,yn} to a basis {x1,xz,y3, - - - ,y,,} for G
where dlxl e K and dzxz e K. Writing d2 = dlq + rf0r0 5 r < d], we see that {x1 +
qx2,x2,y3, - - - ,y,,} is a basis for G, and dlxl + dzxz = d1(x1 + qxz) + m; is in K. By
our minimal choice of (11, we see r = 0, so d1 divides dz.

We now consider all bases of the form {xl,xz, y3, - - - ,yn} for G and examine el-
ements of K of the form k3y3 + . - . + knyn. The pattern is clear. The process contin-
ues until we obtain a basis {x1,x2, - - - ,x,,y,+l, - . - ,y,.} where the only element of K
of the form k,+1y,+1 + - - - + k,,y,l is zero, that is, all k.- are zero. We then let x,” =

Ys+h ' ' ' ,x,, = y,, and obtain a basis for G of the form described in the statement of
Theorem 19.11. 9

We now prove the Invariant Factor version of the Fundamental Theorem, Theorem
9.11. We restate it here for easy reference.

Every finitely generated abelian group is isomorphic to a group of the form

Zn" s,x---m,xzx...xz,

where m; divides mi+1fori= 1, - - - , r — 1.

Furthermore, this representation is unique up to order of the factors.

For the purposes of this proof, it will be convenient to use as notations Z/12 = Z/Z :
Z] = {0}. Let G be finitely generated by n elements. Let F = Z x Z x - - - x Z for n
factors. Consider the homomorphism ¢ : F —> G of Theorem 19.8, and let K be the
kernel of this homomorphism. Then there is a basis for F of the form {x1 , - - - ,x,. }, where
{dlxh - -- ,d,x,} is a basis for K and d,- divides d,“ for i = 1, - -- ,s — 1. By Theorem
12.14, G is isomorphic to F/K. But

F/K:(ZXZX---xZ)/(d1Zxdgzx---xd,Zx{0}x---x{0})

2Z4,dzx---d,x---XZ.

It is possible that d1 = 1, in which case Zd, = {0} and can be dropped (up to
isomorphism) from this product. Similarly, d2 may be 1, and so on. We let m1 be the
first d. > 1, m; be the next di, and so on, and our theorem follows at once.

We have demonstrated the toughest part of the Fundamental Theorem. Of course,
a prime-power decomposition exists since we can break the groups Z," into prime-
power factors. The only remaining part of Theorem 9.12 concerns the uniqueness of the
Betti number, of the torsion coefficients, and of the prime powers. The Betti number
appears as the rank of the free abelian group G/T, where T is the torsion subgroup of
G. This rank is invariant by Theorem 19.6, which shows the uniqueness of the Betti
number. The uniqueness of the torsion coefficients and of prime powers is a bit more
difficult to show. We give some exercises that indicate their uniqueness (see Exercises 14
through 22). O



Section 19 Exercises 171

I EXERCISES l9

Computations
1. Find a basis {(a1,a2,a3), (b1,b2,b3), (C1,L‘2,L‘3)} for Z X Z X Z with all a,- # 0, all I); 75 0, and all Ci 79 0.

(Many answers are possible.)
2. Is {(2, l), (3, 1)} a basis for Z x Z? Prove your assertion.
3. Is {(2, l), (4, 1)} a basis for Z x Z? Prove your assertion.
4. Find conditions on a, b, c, d e Z for {(a, b), (c, (1)} to be a basis for Z x Z. [Hinn Solve x(a, b) + y(c, d) = (e,f)

in IR, and see when the x and y lie in Z.]

Concepts

In Exercises 5 and 6, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

5. The rank of a free abelian group G is the number of elements in a generating set for G.
6. A basis for a nonzero abelian group G is a generating set X g G such that mm + nzxz + - - - + nmxm = 0 for

distinctxi e Xandn; e Zonlyifn1= n2 = - -- = n", = 0.

7. Show by example that it is possible for a proper subgroup of a free abelian group of finite rank r also to have
rank r.

8. Determine whether each of the following is true or false.

a. Every free abelian group is torsion free.
I). Every finitely generated torsion-free abelian group is a free abelian group.
c. There exists a free abelian group of every positive integer rank.
d. A finitely generated abelian group is free abelian if its Betti number equals the number of elements in some

generating set.
e. IfX generates a free abelian group G and X g Y Q G, then Y generates G.
I. Iisabasis forafreeabeliangroqandX g YE G, then YisabasisforG.

g. Every nonzero free abelian group has an infinite number of bases.
1]. Every free abelian group of rank at least 2 has an infinite number of bases.
i. IfK is a nonzero subgroup of a finitely generated free abelian group, then K is free abelian.
j. If K is a nonzero subgroup of a finitely generated free abelian group, then G/K is free abelian.

Theory

9. Complete the proof of Theorem 19.5 (See the two sentences preceding the theorem).
10. Show that a free abelian group contains no nonzero elements of finite order.
11. Show that if G and G’ are free abelian groups, then G x G’ is free abelian.
12. Show that free abelian groups of finite rank are precisely the finitely generated abelian groups containing no

nonzero elements of finite order.

13. Show that Q under addition is not a free abelian group.
Exercises 14 through 19 deal with showing the uniqueness of the prime powers appearing in the prime-power
decomposition of the torsion subgroup T of a finitely generated abelian group.

14. Letp be a fixed prime. Show that the elements of T having as order some power ofp, together with zero, form
a subgroup Tp of T.

15. Show that in any prime-power decomposition of T, the subgroup Tp in the preceding exercise is isomorphic to
the direct product of those cyclic factors of order some power of the prime p. [This reduces our problem
to showing that the group Tp cannot have essentially different decompositions into products of cyclic
groups]

16. Let G be any abelian group and let n be any positive integer. Show that G[n] = {x e G | nx = 0} is a subgroup
of G. (In multiplicative notation, G[n] = {x e G | x" = e}.)



172 Part IV Advanced Group Theory

17. Referring to Exercise 16, show that 2,, [p] 2 Z, for any r z 1 and prime p.
18. Using Exercise 17, show that

(v. prz x---pr,.)[p]:Z,, xZP x p
—~,—a

m factors

provided each r,- z 1.

19. Let G be a finitely generated abelian group and TI, the subgroup defined in Exercise 14. Suppose TI, : Zpr. x
Zprz X---sm :Zps. XZP-u x---p;.., where lsrl srzs-nsrm and 15:1 Ens-~55»
We need to show that m = n and r; = s,- for i = l, - - - ,n to complete the demonstrafion of uniqueness of the
prime-power decomposition.
a. Use Exercise 18 to show that n = m
b. Show n = 31. Suppose r,- = s.- for all i < j. Show r,- = Sj, which will complete the proof. [Hinn Suppose

r,- < rj. Consider the subgroup p’JTP = {p’ixlx e Tp}, and show that this subgroup would then have two
prime-power decompositions involving different numbers of nonzero factors. Then argue that this is im-
possible by part (a) of this exercise]

Let Tbe the torsion subgroup of a finitely generated abelian group. Suppose T 2 Z,,ll x Z,,l2 x - - - x Z", '2 Zn x
a x - - - x Zn,,wherem,-dividesm,-+1fori=1,- - - ,r— 1, andnjdividesnj+1forn =1,-- - ,s— l,andm1 >1
and m > 1. We wish to show that r = s and mk = m; for k = 1, - - - , r, demonstrafing the uniqueness of the torsion
coefficients. This is done in Exercises 20 through 22.
20. Indicate how a prime-power decomposition can he obtained from a torsion-coefficient decomposition. (0b-

serve that the preceding exercises show the prime powers obtained are unique.)
21. Argue from Exercise 20 that m, and n, can both be characterized as follows. Let p], - - - ,p, be the distinct

primes dividing |T|, and let plh‘, - - ' ,pth' be the highest powers of these primes appearing in the (unique)
prime-power decomposition. Then m, = n, = p1,"p2"2 - - - pl".

22. Characterize m,_1 and n,_1, showing that they are equal, and continue to show m,_.- = n,_1 for i = l, - - - ,
r—1,andthenr=s.

-FREE GROUPS
For any group with elements a and b we have certain relations that a and b must satisfy
simply because they are elements of a group. For example, a"a"' = 0”“ and (ab)‘1 =
b‘la‘l. For most of the groups we have studied so far there are relations among the
elements other than the relations that all groups possess. For example, the elements [1,
and p in the dihedral group D,, satisfy relations pa = lip—1 and 11.2 = p" = l. In this
section, we construct free groups that have only the relations that are required in the
definition of a group. These groups and their factor groups as described in Section 21
are of great interest in the study of algebra and topology.

Words and Reduced Words

Let A ;é o be any (not necessarily finite) set of elements a,- for i e I. We think of A as
an alphabet and of the a.- as letters in the alphabet. Any symbol of the form a," with
n e Z is a syllable and a finite string w of syllables written in juxtaposition is a word.
We also introduce the empty word 1, which has no syllables.

20.1 Example LetA = {a1,a2,a3}. Then
—4 2 —1 2 —7 2ala3 a2 a3, a23a2 (13(11 al , and a3

are all words, if we follow the convention of understanding that ail is the same as ai.
A
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There are two natural types of modifications of certain words, the elementary con-
tractions. The first type consists of replacing an occurrence of aimai" in a word by
a.-'”+". The second type consists of replacing an occurrence of a,-0 in a word by 1, that
is, dropping it out of the word. By means of a finite number of elementary contractions,
every word can be changed to a reduced word, one for which no more elementary con-
tractions are possible. Note that these elementary contractions formally amount to the
usual manipulations of integer exponents and would have to be satisfied if we wish for
the letters to be elements of a group.

I 2The reduced form of the word az3a2' a3a1 al‘7 of Example 20.1 is a22a3a1‘5. A

It should be said here once and for all that we are going to gloss over several points
that some books spend pages proving, usually by complicated induction arguments
broken down into many cases. For example, suppose we are given a word and wish
to find its reduced form. There may be a variety of elementary contractions that could
be performed first. How do we know that the reduced word we end up with is the
same no matter in what order we perform the elementary conn'actions? The student will
probably say this is obvious. Some authors spend considerable effort proving this. The
authors agree here with the student. Proofs of this sort we regard as tedious, and they
have never made us more comfortable about the situation. However, the authors are the
first to acknowledge that we are not great mathematicians. In deference to the fact that
many mathematicians feel that these things do need considerable discussion, we shall
mark an occasion when we just state such facts by the phrase, “It would seem obvious
that,” keeping the quotation marks.

Free Groups

Let the set of all reduced words formed from our alphabet A be F[A]. We now make
F[A] into a group in a natural way. For M and w; in F[A], define wl - W; to be the
reduced form of the word obtained by the juxtaposition wlwz of the two words.

If

M = a23a1‘5a32

and

W2 = a3_2a12a3a2‘2,

then wl - W2 = a23a1‘3a3a2‘2. A

“It would seem obvious that” this operation of multiplication on F[A] is well de-
fined and associative. The empty word 1 acts as an identity element. “It would seem
obvious that” given a reduced word w e F[A], if we form the word obtained by first
writing the syllables of w in the opposite order and second by replacing each a," by
a;"', then the resulting word w‘1 is a reduced word also, and

1 1w-w‘ =w‘ ‘w=l.

The group F[A] just described is the free group generated by A. I

Look back at Theorem 7.7 and the definition preceding it to see that the present use
of the term generated is consistent with the earlier use.

Starting with a group G and a generating set {ai | i e I}, which we will abbreviate by
{(1,}, we might ask if G isfree on {(1,}, that is, if G is essentially the free group generated
by {ai}. We define precisely what this is to mean.
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If G is a group with a set A = {ai} of generators, and if G is isomorphic to F[A] under
a map 4) : G —> F[A] such that ¢(a,-) = a,-, then G is free on A, and the a,- are free
generators of G. A group is free if it is free on some nonempty set A. I

The only example of a free group that has occurred before is Z, which is free on one
generator. Note that every free group is infinite, for it contains a subgroup isomorphic
with Z.

Refer to the literature for proofs of the next three theorems. We will not use these
results. They are stated simply to inform us of these interesting facts.

If a group G is free on A and also on B, then the sets A and B have the same number
of elements; that is, any two sets of free generators of a free group have the same
cardinality.

If G is free on A, the number of elements in A is the rank of the free group G. I

Actually, the next theorem is quite evident from Theorem 20.7.

'I\vo free groups are isomorphic if and only if they have the same rank.

A nontrivial subgroup of a free group is free.

Let F[[x,y}] be the free group on {x, y}. Let

Yk = xkyJC—k
for k 2 0. The y; for k 2 0 are free generators for the subgroup of F[{x,y}] that they
generate. This illustrates the bizarre fact that although a subgroup of a free group is free,
the rank of the subgroup may be much greater than the rank of the whole group! A

Homomorphisms of Free Groups
Our work in this section will be concerned primarily with homomorphisms defined on
a free group. The results here are simple and elegant.

Let G be generated by A = {ai | i e I} and let G’ be any group. If a,~’ for i e I are
any elements in 0', not necessarily distinct, then there is at most one homomorphism
d: : G —> G’ such that ¢(a.~) = a;’. If G is free on A, then there is exactly one such
homomorphism.

Let (I: be a homomorphism from G into G’ such that ¢(a,-) = ai’. Now by Theorem 7.7,
for any x e G we have

x = n 1113""
j

for some finite product of the generators a;, where the aij appearing in the product need
not be distinct. Then since ¢ is a homomorphism, we must have

¢(x) = H¢(a:."”) = H (ax-j’)""~

Thus a homomorphism is completely determined by its values on elements of a gener-
ating set. This shows that there is at most one homomorphism such that ¢(a,-) = ai’.
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Now suppose G is free on A; that is, G = F[A]. For

x = n oil"!
1'

inG,define¢:G—>G’by
‘1’“) = n (“i/r]-

J

The map is well defined, since F[A] consists precisely of reduced words; no two dif-
ferent formal products in F[A] are equal. Since the rules for computation involving
exponents in G’ are formally the same as those involving exponents in G, it is clear that
1/r(xy) = 10(x)¢(y) for any elements x and y in G, so III is indeed a homomorphism. 9

Perhaps we should have proved the first part of Theorem 20.12 earlier, rather than
having relegated it to the exercises. Note that the theorem states that a homomorphism of
a group is completely determined ifwe know its value on each element ofa generating
set. In particular, a homomorphism of a cyclic group is completely detemrined by its
value on any single generator of the group.

Every group G’ is a homomorphic image of a free group G.

Let G’ = {a,-’ | i e I}, and letA = {a,- | i e I} be a set with the same number of elements
as G’. Let G = F[A]. Then by Theorem 20.12 there exists a homomorphism 1/1 mapping
G into G’ such that 1/I(a,-) = ai’. Clearly the image of G under 1]; is all of G’. 9

Another Look at Free Abelian Groups

It is important that we do not confuse the notion of a free group with the notion of
a free abelian group. A free group on more than one generator is not abelian. In the
preceding section, we defined a free abelian group as an abelian group that has a basis,
that is, a generating set satisfying properties described in Theorem 19.1. There is another
approach, via free groups, to free abelian groups. We now describe this approach.

Let F[A] be the free group on the generating set A. We shall write F in place of F[A]
for the moment. Note that F is not abelian ifA contains more than one element. Let C
be the commutator subgroup of F. Then F/C is an abelian group, and it is not hard to
show that F/C is free abelian with basis {aC | a e A}. IfaC is renamed a, we can view
F/C as a free abelian group with basis A. This indicates how a free abelian group having
a given set as basis can be constructed. Every free abelian group can be constructed in
this fashion, up to isomorphism. That is, if G is free abelian with basis X, form the free
group F[X], form the factor group of F[X] modulo its commutator subgroup, and we
have a group isomorphic to G.

Theorems 20.7, 20.9, and 20.10 hold for free abelian groups as well as for free
groups. In fact, the abelian version of Theorem 20.10 was proved for the finite rank
case in Theorem 19.11. In contrast to Example 20.11 for free groups, it is true that
for a free abelian group the rank of a subgroup is at most the rank of the entire group.
Theorem 19.11 also showed this for the finite rank case.
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Computations

1. Find the reduced form and the inverse of the reduced form of each of the follovw'ng words.

a. azb‘lb3tz3c‘lc4b‘2 b. a2a_3b3a4c4cza_l
2. Compute the products given in parts (a) and (b) of Exercise 1 in the case that {a, b, c} is a set of generators

forming a basis for a free abelian group. Find the inverse of these products.
3. How many different homomorphism are there of a free group of rank 2 into

a. Z4? b. Z6? c. S3?
4. How many different homomorphism are there of a free group of rank 2 onto

a. Z4? b. Z6? c. S3?
5. How many different homomorphism are there of a free abelian group of rank 2 into

a. Z4? b. Z5? c. S3?
6. How many different homomorphisms are there of a free abelian group of rank 2 onto

a. Z4? b. 26? c. 33?

Concepts
In Exercises 7 and 8, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

7. A reduced won! is one in which there are no appearances in juxtaposition of two syllables having the same
letter and also no appearances of a syllable with exponent 0.

8. The rank ofaflee group is the number of elements in a set of generators for the group.
9. Take one of the instances in this section in which the phrase “It would seem obvious that" was used and discuss

your reaction in that instance.
10. Determine whether each of the following is true or false.

a. Every proper subgroup of a free group is a free group.
b. Every proper subgroup of every free abelian group is a free group.
c. A homomorphic image of a free group is a free group.
II. Every free abelian group has a basis.
e. The free abelian groups of finite rank are precisely the finitely generated abelian groups.
f. No free group is free.
g. No free abelian group is free.
h. No free abelian group of rank >1 is free.
i. Any two free groups are isomorphic.
j. Any two free abelian groups of the same rank are isomorphic.

Theory

11. Let G be a finitely generated abelian group with identity 0. A finite set [b], - - ' ,bn}, where b,- e G, is a basis
for G if (bl, - . ~ , bu} generates G and EL] mibi = 0 if and only if each mgbi = 0, where m.- e Z.
a. Show that {2, 3} is not a basis for Z4. Find a basis for Z4.
b. Show that both {1} and {2, 3} are bases for Z5. (This shows that for a finitely generated abelian group

G with torsion, the number of elements in a basis may vary; that is, it need not be an invariant of the
group 0-)

c. Is a basis for a free abelian group as we defined it in Section 19 a basis in the sense in which it is used in
this exercise?

d. Show that every finite abelian group has a basis {b1, - - - ,bn}, where the order of b.- divides the order of
bi+1.
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In present-day expositions of algebra, a frequently used technique (particularly by the disciples of N. Bourbaki)
for introducing a new algebraic entity is the following:

1. Describe algebraic properties that this algebraic entity is to possess.
2. Prove that any two algebraic entities with these properties are isomorphic, that is, that these

properties characterize the entity.
3. Show that at least one such entity exists.

The next three exercises illustrate this technique for three algebraic enn'ties, each ofwhich we have met before.
So that we do not give away their identities, we use fictitious names for them in the first two exercises. The last
part of these first two exercises asks us to give the usual name for the entity.

12. Let G be any group. An abelian group 6* is a blip group of G if there exists a fixed homomorphism at of G
onto 6* such that each homomorphism 10 of G into an abelian group G’ can be factored as 1]; = 0¢, where 9
is a homomorphism of G* into G' (see Fig. 20.14).
a. Show that any two blip groups of G are isomorphic. [Hint: Let Gl“ and 62* be two blip groups of G.

Then each of the fixed homomorphisms ¢1 : G —> G1* and 4:2 : G —> G2* can be factored via the other
blip group according to the definition of a blip group; that is, «#1 = 91¢; and $2 = 024,1. Show that 91 is an
isomorphism of 62* onto 61* by showing that both 9192 and 9201 are identity maps]

I). Show for every group G that a blip group G“ of G exists.
c. What concept that we have introduced before corresponds to this idea of a blip group of G?

III , f ,
G G S G\/ \/

G' G

20.14 figure 20.15 Figure

13. Let S be any set. A group G together with a fixed function g : S —> G constitutes a blop group on S if for each
group G’ and mapf : S —> G’ there exists a unique homomorphism :15; of G into G’ such that f = ¢fg (see
Fig. 20.15).
a. Let S be a fixed set. Show that if both G1, together with gl : S —> GI, and G2, together with gz 2 S —> 62,

are blop groups on S, then 61 and G2 are isomorphic. [Hint.' Show that g; and g2 are one-to-one maps and
that g1S and g2S generate 61 and 62, respectively. Then proceed in a way analogous to that given by the
hint for Exercise 12.]

b. Let S be a set. Show that a blop group on S exists. You may use any theorems of the text.
c. What concept that we have introduced before corresponds to this idea of a blop group on S?

14. Characterize a free abelian group by properties in a fashion similar to that used in Exercise 13.

-GROUP PRESENTATIONS

Definition

Following most of the literature on group presentations, in this section we let 1 be the
identity of a group. The idea of a grouppresentation is to form a group by giving a set of
generators for the group and certain equations or relations that we want the generators
to satisfy. We want the group to be as free as it possibly can be on the generators, subject
to these relations.
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Suppose G isfree with generation x andy exceptfor the relation xy = yx, which we may
express as xyx‘ly‘l = 1. Note that the condition xy = yx is exactly what is needed to
make G abelian, even though xyx‘1y_l is just one of the many possible commutators of
F[{x, y}]. Thus G is free abelian on two generators and is isomorphic to F[{x, y}] modulo
its commutator subgroup. This commutator subgroup of F[{x, y}] is the smallest normal
subgroup containing xyx‘ly'l, since any normal subgroup containing xyx‘ly‘l gives
rise to a factor group that is abelian and thus contains the commutator subgroup by
Theorem 13.22. A

The preceding example illustrates the general situation. let F[A] be a free group
and suppose that we want to form a new group as much like F[A] as it can be, subject to
certain equations that we want satisfied. Any equation can be written in a form in which
the right-hand side is 1. Thus we can consider the equations to be r,~ = l fori e I, where
ri e F[A]. If we require that r,- = 1, then we will have to have

Jc(r.-")x_l = 1

for any x e F[A] and n e Z. Also any product of elements equal to 1 will again have to
equal 1. Thus any finite product of the form

Ham-WWI,
where the n]. need not be distinct, will have to equal 1 in the new group. It is readily
checked that the set of all these finite products is a normal subgroup R of F[A]. Thus any
group looking as much as possible like F[A], subject to the requirements r, = 1, also has
r = l for every r e R. But F[A]/R looks like F[A] (remember that we multiply cosets
by choosing representatives), except that R has been collapsed to form the identity 1.
Hence the group we are after is (at least isomorphic to) F[A]/R. We can view this group
as described by the generating setA and the set {r,~ | i e I}, which we will abbreviate {r,~}.

I HISTORICAL NOTE

he idea of a group presentation already ap-
pears in Arthur Cayley’s 1859 paper, “On

the Theory of Groups as Depending on the Sym-
bolic Equation 0" = 1. Third Part.” In this arti-
cle, Cayley gives a complete enumeration of the
five groups of order 8, both by listing all the el-
ements of each and by giving for each a presen-
tation. For example, his third example is what is
here called the dihedral group D4; Cayley notes
that this group is generated by the two elements
01,;‘3 with the relations a4 = 1,132 = 1,0113 = [3013.
He also shows more generally that a group of order
mn is generated by a, )3 with the relations a” = 1,
fl” = 1,0113 = [301‘ if and only if s” E 1 (mod m)
(see Exercise 13).

In 1878, Cayley returned to the theory of
groups and noted that a central problem in that

theory is the determination of all groups of a given
order n. In the early 18905, Otto Holder published
several papers attempting to solve Cayley’s prob-
lem. Using techniques similar to those discussed in
Sections 17 and 21, Holder determined all simple
groups of order up to 200 and characterized all the
groups of orders p3,pq2,pqr, and p‘, where p, q, r
are distinct prime numbers. Furthermore, he devel-
oped techniques for detemlining the possible struc-
tures of a group G, if one is given the structure of a
normal subgroup H and the structure of the factor
group G/H. Interestingly, since the notion of an ab-
stract group was still fairly new at this time, Holder
typically began his papers with the definition of a
group and also emphasized that isomorphic groups
are essentially one and the same object.

21.2 Definition Let A be a set and let {ri} g F[A]. Let R be the least normal subgroup of F[A] contain-
ing the r,-. An isomorphism :1) of F[A]/R onto a group G is a presentation of G. The
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sets A and {r,-} give a group presentation. The set A is the set of generators for the
presentation and each r.- is a relator. Each r e R is a consequence of {ri}. An equation
r,~ = 1 is a relation. A finite presentation is one in which both A and {r,-} are finite
sets. I

This definition may seem complicated, but it really is not. In Example 21.1, {x, y}
is our set of generators and xyx‘ly'l is the only relator. The equation xyx'ly" = 1, or
xy = yx, is a relation. This was an example of a finite presentation.

If a group presentation has generators 1:]- and relators r.-, we shall use the notations

(x,- : r,-) or (x,- : r,~ = 1)

to denote the group presentation. We may refer to F[{x,-}] /R as the group with presenta-
tion (xj : r,-).

Isomorphic Presentations
Consider the group presentation with

A = {a} and {n} = {as}.
that is, the presentation

(a : a‘5 = 1).

This group defined by one generator a, with the relation a6 = 1, is isomorphic to 26.
Now consider the group defined by two generators a and b, with a2 = 1, b3 = l,

and ab = ba, that is, the group with presentation

(a,b : a2,b3,aba-1b-‘).
The condition a2 = 1 gives a—1 = a. Also b3 = 1 gives b‘1 = b2. Thus every element
in this group can be written as a product of nonnegative powers of a and b. The relation
aba‘lb‘l = 1, that is, ab = ba, allows us to write first all the factors involving a and
then the factors involving b. Hence every element of the group is equal to some a"'b".
But then a2 = 1 and b3 = 1 show that there are just six distinct elements,

1, b, b2,a, ab, abz.
The subgroup (ab) contains the elements 1, ab, and the powers of ab:

(ab)2 = all;2 = b2
(ab)3 = abbz = a
(ab)4 = a(ab) = b
(ab)5 = (ab)b = abz.

So this group is also a cyclic group of order 6 isomorphic with 26- A

The dihedral group has presentation

D, : (a,b | a",bz,abab)
since if we let a = u and b = p the three relations are exactly the defining relations for
D,.. (The last relation abab = 1 is equivalent to ab = ba‘1.) The element abab is in R
if and only if b(abab)b_l is in R since R is a normal subgroup. We have b(abab)b‘1 =
baba. So in any presentation with generators a and b and a relator abab, we can replace
abab with baba and get the same subgroup R and therefore the same factor group. Hence
the dihedral group also has presentation

D" : (a,b:a",b2,baba).
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Setting the relators to 1 gives the equivalent presentation

(a,b : a" = 1,1,2 =1,ba = a-lb-l)
which can also be rewritten as

(a,b : a” =1,b2 =1,ba = a"-‘b). A
The preceding examples illustrate that different presentations may give isomor-

phic groups. When this happens, we have isomorphic presentations. To determine
whether two presentations are isomorphic may be very hard. It has been shown (see
Rabin [22]) that a number of such problems connected with this theory are not gener-
ally solvable; that is, there is no routine and well-defined way of discovering a solution
in all cases. These unsolvable problems include the problem of deciding whether two
presentations are isomorphic, whether a group given by a presentation is finite, free,
abelian, or trivial, and the famous word problem of determining whether a given word
w is a consequence of a given set of relations {ri}.

The importance of this material is indicated by our Theorem 20.13, which guaran-
tees that every group has a presentation.

Let us show that
(w =n = nzy = x)

is a presentation of the trivial group of one element. We need only show that x and y
are consequences of the relators 'yzxy‘l and yxzyx‘l, or that x = 1 and y = 1 can be
deduced from yzx = y and yxzy = x. We illustrate both techniques.

As a consequence of 'yzxy‘l , we get yx upon conjugation by y‘1 . From yx we deduce
x‘ly‘l, and then (x‘ly‘1)(yx2yx") gives xyx‘l. Conjugating xyx‘l by x", we get y.
From y we get y‘l, and y‘1(yx) is x.

Working with relations instead of relators, from yzx = y we deduce yx = 1 upon
multiplication by y‘1 on the left. Then substituting yx = 1 into yxzy = x, that is,
(yx)(xy) = x, we get xy = x. Then multiplying by x‘1 on the left, we have y = 1.
Substituting this in yx = l, we getx = 1.

Both techniques amount to the same work, but it somehow seems more natural to
most of us to work with relations. A

Applications

We conclude this chapter with two applications.

Let us determine all groups of order 10 up to isomorphism. We know from the Funda-
mental Theorem 9.12 that every abelian group oforder 10 is isomorphic to 210. Suppose
that G is nonabelian of order 10. By Sylow theory, G contains a normal subgroup H of
order 5, and H must be cyclic. Leta be a generator of H. Then G/H is of order 2 and
thus isomorphic to 22. If b e G and b ¢ H, we must then have b2 e H. Since every ele-
ment of H except 1 has order 5, if b2 were not equal to 1, then b2 would have order 5,
so b would have order 10. This would mean that G would be cyclic, contradicting our
assumption that G is not abelian. Thus b2 = 1. Finally, since H is a normal subgroup of
G,b‘l = H, so in particular, bab‘1 e H. Since conjugation by b is an automorphism
of H, bab‘l must be another element of H of order 5, hence bab‘l equals a,a2,a3, or
a‘. But bab‘l = a would give ba = ab, and then G would be abelian, since a and b
generate G. Thus the possibilities for presentations of G are:

1. (a,b : a5 = 1,1;2 =1,ba=a2b),
2. (a,b:a5=l,b2=1,ba=a3b),
3. (a,b : a5 = l,b2 =1,ba = a4b).
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Note that all three of these presentations can give groups of order at most 10, since
the last relation ba = a‘b enables us to express every product of a’s and b’s in G in the
form a’b’. Then a5 = 1 and b2 = 1 show that the set

s = {a°b°,a1b°,a2b°, a3b0, a‘b",a°b1,a1b',a2b',a3b',a4b'}
includes all elements of G.

It is not yet clear that all these elements in S are distinct, so that we have in all three
cases a group of order 10. For example, the group presentation

(a,b : a5 = l,b2 = l,ba =a2b)

gives a group in which, using the associative law, we have

a = bza = (bb)a = b(ba) = b(a2b) = (ba)(ab)
= (azb)(ab) = a2(ba)b = a2(a2b)b = 4172 = a4

Thus in this group, a = (1‘, so a3 = 1, which, together with a5 = 1, yields a2 = 1. But
a2 = 1, together with a3 = 1, means that a = 1. Hence every element in the group with
presentation

(a,b : a5 = 1,1:2 = l,ba = azb)
is equal to either 1 or b; that is, this group is isomorphic to 22. A similar study of

(bb)a = b(ba)

for
(a,b : a5 = 1,1:2 =1,ba =a3b)

shows that a = a4 again, so this also yields a group isomorphic to Z2.
This leaves just

(a,b : a5 = 1,1:2 =1,ba =a4b)
as a candidate for a nonabelian group of order 10. As in Example 21.4 this is a presen-
tation of the dihedral group D5.

If we were unaware of the dihedral group, how would we show that the presentation
gives a group with 10 elements? One attack is as follows. Let us try to make S into a
group by defining (axb’)(a"b") to be a‘b”, where x is the remainder of s + u(4’) when
divided by 5, and y is the remainder of t + v when divided by 2, in the sense of the
division algorithm (Theorem 6.2). The formula 5 + u(4)’ is counting what the power
of a should be after moving u copies of a by 1 copies of b. In other words, we use
the relation ba = 4b as a guide in defining the product (a‘b’)(a"b") of two elements
of S. We see that a°b° acts as identity, and that given a"b", we can detemrine t and s
successively by letting

t E —v (mod 2)

and then
s E —u(4') (mod 5),

giving a‘b‘, which is a left inverse for a"b". We will then have a group structure on S if
and only if the associative law holds. Exercise 13 asks us to carry out the straightforward
computation for the associative law and to discover a condition for S to be a group under
such a definition of multiplication. The criterion of the exercise in this case amounts to
the valid congruence

42 E 1 (mod 5).
Thus we do get a group of order 10. Note that

22 ¢ 1 (mod 5)
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and
32 ¢ 1 (mod 5),

so Exercise 13 also shows that

(a,b : a5 =1,b2 =1,ba =a2b)
and

(a,b : a5 =1,b2 =1,ba =a3b)

do not give groups of order 10. A

Let us determine all groups of order 8 up to isomorphism. We know the three abelian
ones:

Z3, Z2XZ4, ZZXZZXZZ.

Using generators and relations, we shall give presentations of the nonabelian groups.
Let G be nonabelian of order 8. Since G is nonabelian, it has no elements of order 8,

so each element but the identity is of order either 2 or 4. If every element were of order
2, then for a, b e G, we would have (ab)2 = 1, that is, abab = 1. Then since a2 = 1 and
b2 = 1 also, we would have

ba = azbabz = a(ab)2b = ab,
contrary to our assumption that G is not abelian. Thus G must have an element of
order 4.

Let (a) be a subgroup of G of order 4. If b gt (a), the cosets (a) and b(a) exhaust all
of G. Hence a and b are generators for G and a4 = 1. Since (a) is normal in G (by Sylow
theory, or because it is of index 2), G/ (a) is isomorphic to Z2 and we have b2 e (a). If
b2 = a or b2 = a3, then b would be of order 8. Hence b2 = 1 or b2 = a2. Finally, since
(a) is normal, we have bab‘l e (a), and since b(a)b‘1 is a subgroup conjugate to (a)
and hence isomorphic to (a), we see that bab‘1 must be an element of order 4. Thus
bab‘1 = a or bab‘1 = a3. If bab‘1 were equal to a, then ba would equal ab, which
would make G abelian. Hence bab‘1 = a3, so ba = a3b. Thus we have two possibilities
for G, namely,

G1 :(a,b : a4 = 1,122 =1,ba = a3b)
and

G; : (a,b : a“ = 1,1;2 = a2,ba = 03b).
Note that a‘1 = a3, and that b‘1 is b in 61 and b3 in 62. These facts, along with

the relation ba = a3b, enable us to express every element in G.- in the form a’"b", as
in Examples 21.3 and 21.6. Since a4 = 1 and either b2 = 1 or b2 = a2, the possible
elements in each group are

1, a, a2, a3, b, ab, azb, a3b.

Thus GI and G2 each have order at most 8. The first group G] is sometimes called the
octic group, but as we saw in Example 21.4 it is isomorphic with our old friend D4, the
dihedral group. For the second we can make S into a group by defining (a‘b7)(a'b‘) to be
a"by where y isj + s modulo 2 and ifj + s < 2, thenx is the remainder of i + r(2j + 1)
when divided by 4 and ifj + s = 2, then x is the remainder when i+ 2 + r(2j + 1) is
divided by 4. We leave it as an exercise to show that this operation makes S a group,
which shows that G2 is a presentation of a group of order 8.

Since ba = a3b 9E ab, we see that both G1 and 02 are nonabelian. That the two
groups are not isomorphic follows from the fact that a computation shows that G] has
only two elements of order 4, namely, a and a3. On the other hand, in G2 all elements
but 1 and a2 are of order 4. We leave the computations of the tables for these groups
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to Exercise 3. To illustrate suppose we wish to compute (a2b)(a3b). Using ba = a3b
repeatedly, we get

(azb)(a3b) = a2(ba)a2b = a5(ba)ab = s(ba)b = aubz.
Then for G] , we have

alrbz =a” =03,

butifweareinG2,weget
allb2 = (113 = a.

The group G; is called the quaternion group. We shall encounter the quaternion
group again in Section 32. A

I EXERCISES 21

Computations

l.

2.
3.

Give a presentation of 74 involving one generator; involving two generators; involving three generators.
Give a presentation of 53 involving three generators.
Give the tables for both the octic group

(a,b : a4 = 1,1;2 =1,ba = fl»
and the quaternion group

(a,b : a4 =1,b2 = a2,ba = a3b).

In both cases, write the elements in the order l,a, a2,a3,b, ab, azb, a3b. (Note that we do not have to com-
pute every product. We know that these presentations give groups of order 8, and once we have computed
enough products the rest are forced so that each row and each column of the table has each element exactly
once.)

Determine all groups of order 14 up to isomorphism. [Hint: Follow the oufline of Example 21.6 and use
Exercise 13, part (13).]

Deternrine all groups of order 21 up to isomorphism. [Hint: Follow the outline of Example 21.6 and use
Exercise 13, part (b). It may seem that there are two presentations giving nonabelian groups. Show that they
are isomorphic]

Concepts

In Exercises 6 and 7, correct the definition of the italicized term without reference to the text, if correction is
nwded, so that it is in a form acceptable for publication.

6.
7.

A consequence of the set of relators is any finite product of relators raised to powers.
TWO group presentations are isomorphic if and only if there is a one-to—one correspondence of the generators
of the first presentation with the generators of the second that yields, by renaming generators, a one-to—one
correspondence of the relators of the first presentation with those of the second.
Determine whether each of the following is true or false.

a. Every group has a presentation.
1). Every group has many different presentations.
c. Every group has two presentations that are not isomorphic.
(1. Every group has a finite presentation.
e. Every group with a finite presentation is of finite order.
1'. Every cyclic group has a presentation with just one generator.
g. Every conjugate of a relator is a consequence of the relator.
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b. Two presentations with the same number of generators are always isomorphic.
i. In a presentation of an abelian group, the set of consequences of the relators contains the commutator

subgroup of the free group on the generators.
j. Every presentan'on of a free group has 1 as the only relator.

Theory

9. Use the methods of this section and Exercise 13, part (b), to show that there are no nonabelian groups of
order 15.

10. Show, using Exercise 13, that

((1,!) : a3 = 1,112 =1,ba =a2b)

gives a group of order 6. Show that it is nonabelian.
11. Show that the presentation

(a,b : a3 = 1,122 =1,ba =a2b)
of Exercise 10 gives (up to isomorphism) the only nonabelian group of order 6, and hence gives a group
isomorphic to S3.

12. We showed in Example 13.6 that A4 has no subgroup of order 6. The preceding exercise shows that such
a subgroup of A4 would have to be isomorphic to either Z6 or S3. Show again that this is impossible by
considering orders of elements.

13. Let

S={aibi|05i<m,05j<n},

that is, S consists of all formal products aibi starting with aobo and ending with am‘lw‘l. Let r be a positive
integer, and define multiplication on S by

(a’b')(a"bv) = fl)”,

where x is the remainder of s + 14(1’) when divided by m, and y is the remainder of t + v when divided by n, in
the sense of the division algorithm (Theorem 6.2).

a. Show that a necessary and sufficient condition for the associative law to hold and for S to be a group under
this multiplication is that 7" E 1 (mod m).

b. Deduce from part (a) that the group presentation

(a,b : a’” =1,b" = 1,ba = a’b)

gives a group of order mn if and only if r" E 1 (mod m). (See the Historical Note in this section.)
14

15. Is the group obtained from the group presentation with the letters a through 2 as generators and the words in a
standard English dictionary as relators the trivial group? Prove your answer.

Mthout using Exercise 13, prove that (a, b : a5 = l, b2 = 1, ba = a3b) is a presentation for the group 22.
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RINGS AND FIELDS
All our work thus far has been concerned with sets on which a single binary operation
has been defined. Our years ofwork with the integers and real numbers show that a study
of sets on which two binary operations have been defined should be ofgreat importance.
Algebraic structures of this type are introduced in this section. In one sense, this section
seems more intuitive than those that precede it, for the su'uctures studied are closely
related to those we have worked with for many years. However, we will be continuing
with our axiomatic approach. So, from another viewpoint this study is more complicated
than group theory, for we now have two binary operations and more axioms to deal with.

Definitions and Basic Properties

The most general algebraic structure with two binary operations that we shall study is
called a ring. As Example 22.2 following Definition 22.1 indicates, we have all worked
with rings since elementary school.

A ring (R, +, -) is a set R together with two binary operations + and -, which we call
addition and multiplication, defined on R such that the following axioms are satisfied:

.981. (R, +) is an abelian group.

.922. Multiplication is associative.

.983. Forall a,b,c e R, the left distributive law, a ‘ (b + c) = (a - b) + (a . c) and
the right distributive law (a + b) . c = (a . c) + (b - c) hold. I

We are well aware that axioms $1,.fiz, and .923 for a ring hold in any subset of the
complex numbers that is a group under addition and that is closed under multiplication.
For example, (Z, +, -), (Q, +, ‘), (R, +, -), and (C, +, ') are rings. ‘

185
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I HISTORICAL NOTE

he theory of rings grew out of the study of two
particular classes of rings, polynomial rings in

n variables over the real or complex numbers (Sec-
tion 27) and the “integers" of an algebraic number
field. It was David Hilbert (1862-1943) who first
introduced the term ring, in connection with the
latter example, but it was not until the second
decade of the twentieth century that a fully ab-
stract definition appeared. The theory of commu-
tative rings was given a firm axiomatic foundation
by Emmy Noether (1882—1935) in her monumen-
tal paper “Ideal Theory in Rings,” which appeared
in 1921. A major concept of this paper is the as-
cending chain condition for ideals. Noether proved
that in any ring in which every ascending chain
of ideals has a maximal element, every ideal is

Emmy Noether received her doctorate from
the University of Erlangen, Germany, in 1907.
Hilbert invited her to Gottingen in 1915, but his ef-
forts to secure her a paid position were blocked be-
cause of her sex. Hilbert complained, “I do not see
that the sex of the candidate is an argument against
her admission [to the faculty]. After all, we are a
university, not a bathing establishment.” Noether
was, however, able to lecture under Hilbert’s name.
Ultimately, after the political changes accompa-
nying the end of the First World War reached
Gottingen, she was given in 1923 a paid position
at the University. For the next decade, she was very
influential in the development of the basic concepts
of modem algebra. Along with other Jewish fac-
ulty members, however, she was forced to leave

finitely generated. Gottingen in 1933. She spent the final two years of
her life at Bryn Mawr College near Philadelphia.

22.3 Example

22.4 Example

It is customary to denote multiplication in a ring by juxtaposition, using ab in place
of a - b. We shall also observe the usual convention that multiplication is performed
before addition in the absence of parentheses, so the left distributive law, for example,
becomes

a(b+c) =ab+ac.

without the parentheses on the right side of the equation. Also, as a convenience analo-
gous to our notation in group theory, we shall somewhat incorrectly refer to a ring R in
place of a ring (R, +, -), provided that no confusion will result. In particular, from now
on Z will always be (Z, +, ~), and Q, R, and C will also be the rings in Example 22.2.
We may on occasion refer to (R, +) as the additive group of the ring R.

Let R be any ring and let Mn(R) be the collection of all n x n matrices having ele-
ments ofR as entries. The operations of addition and multiplication in R allow us to add
and multiply matrices in the usual fashion, explained in the appendix. We can quickly
check that (M,,(R),+) is an abelian group. The associativity of matrix multiplication
and the two distributive laws in Mn(R) are more tedious to demonstrate, but straight-
forward calculations indicate that they follow from the same properties in R. We will
assume from now on that we know that M..(R) is a ring. In particular, we have the rings
Mn(Z), M,,(Q), MAR), and M,.(C). Note that multiplication is not a commutative opera-
tion in any of these rings for n z 2. A

let F be the set of all functionsf : R —> R. We know that (F, +) is an abelian group
under the usual function addition,

(f + g)(x) =f(x) + g(x)-
We define multiplication on F by

(fg)(X) =f(x)g(X)~
That is, fg is the function whose value at x is f(x)g(x). It is readily checked that F
is a ring; we leave the demonstration to Exercise 36. We have used this juxtaposition
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notation apt for the composite function a(u.(x)) when discussing permutation multipli-
cation. If we were to use both function multiplication and function composition in F, we
would use the notationf o g for the composite function. However, we will use compo-
sition of flmctions almost exclusively with homomorphisms, which we will denote by
Greek letters, and the usual product defined in this example chiefly when multiplying
polynomial function’sf(x)g(x), so no confusion should result. A

22.5 Example Recall that in group theory, nZ is the cyclic subgroup of Z under addition consisting of
all integer multiples of the integer n. Since (nr)(ns) = n(nrs), we see that n2 is closed
under multiplication. The associative and dish-ibutive laws that hold in Z then assure us
that (nZ, +, ~) is a ring. From now on in the text, we will consider nZ to be this ring. A

22.6 Example Consider the cyclic group (Zn,+). If we define for a,b e Z" the product ab as the
remainder of the usual product of integers when divided by n, it can be shown that
(Zn,+, -) is a ring. We shall feel free to use this fact. For example, in Z10 we have
(3)(7) = 1. This operation on Z” is multiplication modulo n. We do not check the ring
axioms here, for they will follow in Section 30 from some of the theory we develop
there. From now on, Z,l will always be the ring (Z,., +, -). A

22.7 Example If R1,R2,~- ,R,, are rings, we can form the set R1 X R2 x -- . x R,, of all ordered
n-tuples (r1, r2, . ' - , r"), where r,- e R,-. Defining addition and multiplication of n-tuples
by components (just as for groups), we see at once from the ring axioms in each com-
ponent that the set of all these n-tuples forms a ring under addition and multiplication
by components. The ring R1 x R2 x - - - x R,l is the direct product of the rings R,-. A

Continuing matters of notation, we shall always let 0 be the additive identity of a
ring. The additive inverse of an element a of a ring is —a. We shall frequently have
occasion to refer to a sum

a + a + - - - + a

having n summands. We shall let this stun be n - a, always using the dot. However, n - a
is not to be interpreted as a multiplication ofn and a in the ring, for the integer n my
not be in the ring at all. Ifn < 0, we let

n-a=(—a)+(—a)+---+(—a)
for |n| summands. Finally, we define

0 - a = 0

for 0 e Z on the left side of the equations and 0 e R on the right side. Actually, the
equation 0a = 0 holds also for 0 e R on both sides. The following theorem proves this
and various other elementary but important facts. Note the strong use of the distributive
laws in the proof of this theorem. Axiom .921 for a ring concerns only addition, and
axiom .982 concerns only multiplication. This shows that in order to prove anything that
gives a relationship between these two operations, we are going to have to use axiom
.923. For example, the first thing that we will show in Theorem 22.8 is that 0a = 0 for
any element a in a ring R. Now this relation involves both addition and multiplication.
The multiplication 0a stares us in the face, and 0 is an additive concept. Thus we will
have to come up with an argument that uses a distributive law to prove this.

22.8 Theorem IfR is a ring with additive identity 0, then for any a, b e R we have

1. 0a = a0 = 0,

2- a(-b) = (-a)b = —(ab),
3. (—a)(—b) = ab.
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Proof For Property 1, note that by axioms .921 and .992,

22.9 Definition

a0+a0=a(0+0)=aO=0+a0.

Then by the cancellation law for the additive group (R, +), we have a0 = 0. Likewise,

0a+0a=(0+0)a=0a=0+0a

implies that 0a = 0. This proves Property 1.
In order to understand the proof of Property 2, we must remember that, by

definition, —(ab) is the element that when added to ab gives 0. Thus to show that
a(-b) = —(ab), we must show precisely that a(—b) + ab = 0. By the left distributive
law,

a(—b) + ab = a(—b + b) = 00 = 0,

since a0 = 0 by Property 1. Likewise,

(—a)b + ab = (—a + a)b = 0b = 0.

For Property 3, note that

(-a)(-b) = -(a(-b))
by Property 2. Again by Property 2,

-(a(-b)) = -(-(ab)),
and —(—(ab)) is the element that when added to —(ab) gives 0. This is ab by definition
of —(ab) and by the uniqueness of an inverse in a group. Thus, (—a)(—b) = ab. 9

Based on high school algebra it seems natural to begin a proof of Property 2 in
Theorem 22.8 by writing (—a)b = ((—l)a)b. In Exercise 30 you will be asked to find
an error in a “proof” of this sort.

It is important that you underst the preceding proof. The theorem allows us to
use our usual mles for signs.

Homomorphisms and Isomorphisms
From our work in group theory, it is quite clear how a structure-relating map of a ring R
into a ring R’ should be defined.

For rings R and R’, a map ¢ : R —> R’ is a homomorphism if the following two condi-
tions are satisfied for all a, b e R:

1. ¢(a + b) = W) + ¢(b),
2. ¢(ab) = ¢(a)¢(b). '
In the preceding definition, Condition 1 is the statement that 4: is a group homo-

morphism mapping the abelian group (R, +) into (R’, +). Condition 2 requires that 4)
relate the multiplicative slructures of the rings R and R’ in the same way. Since :1) is also
a group homomorphism, all the results concerning group homomorphisms are valid for
the additive structure of the rings. In particular, ()5 is one-to—one if and only if its kernel
Ker(¢) = {a e R | ¢(a) = 0’} is just the subset {0} of R. The homomorphism q) of the
group (R, +) gives rise to a factor group. We expect that a ring homomorphism will give
rise to a factor ring. This is indeed the case. We delay discussion of this to Section 30,
where the treatment will parallel our treatment of factor groups in Section 12.
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Let F be the ring of all functions mapping 1R into R defined in Example 22.4. For each
a 6 R, we have the evaluation homomorphism ¢a : F —> R, where ¢a(f) =flat) for
f e F. We will work a great deal with this homomorphism in the rest of this text, for
finding a real solution of a polynomial equation p(x) = 0 amounts precisely to finding
a 6 R such that ¢,,(p) = 0. Much of the remainder of this text deals with solving poly-
nomial equations. We leave the demonstration of the homomorphism properties for 05,,
to Exercise 37. A

The map (I) : Z -> Z,l where ¢(a) is the remainder of a modulo n is a ring homomor-
phism for each positive integer n. We know ¢(a + b) = ¢(a) + ¢(b) by group theory.
To show the multiplicative property, write a = qln + r; and b = qzn + 1‘; according
to the division algorithm. Then ab = n(qlq2n + rlqz + q1r2)+ r1 r2. Thus ¢(ab) is the
remainder of r1 r2 when divided by n. Since ¢(a) = r1 and ¢(b) = r2, Example 22.6
indicates that ¢(a)¢(b) is also this same remainder, so ¢(ab) = ¢(a)¢(b). From group
theory, we anticipate that the ring Zn might be isomorphic to a factor ring Z/nZ. This
is indeed the case; factor rings will be discussed in Section 30. A

We realize that in the study of any sort of mathematical structure, an idea of basic
importance is the concept of two systems being structurally identical, that is, one being
just like the other except for names. In algebra this concept is always called isomor-
phism. The concept of two things being just alike except for names of elements leads
us, just as it did for groups, to the following definition.

An isomorphism ¢ : R —> R’ from a ring R to a ring R’ is a homomorphism that is
one-to-one and onto R’. The rings R and R’ are then isomorphic. I

From our work in group theory, we expect that isomorphism gives an equivalence
relation on any collection of rings. We need to check that the multiplicative property of
an isomorphism is satisfied for the inverse map 4)“ : R’ —> R (to complete the symme-
try argument). Similarly, we check that if p. : R’ —> R” is also a ring isomorphism, then
the multiplicative requirement holds for the composite map p.¢ : R —> R” (to complete
the transitivity argument). We ask you to do this in Exercise 38.

As abelian groups, (Z,+) and (2Z,+) are isomorphic under the map :1) : Z —> ZZ,
with ¢(x) = 2x for x e Z. Here 4) is not a ring isomorphism, for ¢(xy) = by, while
¢(x)¢(y) = 2x2y = 4xy- A

Multiplicative Questions: Fields

Many of the rings we have mentioned, such as Z, 0, and R, have a multiplicative identity
element 1. However, 2% does not have an identity element for multiplication. Note also
that multiplication is not commutative in the matrix rings described in Example 22.3.

It is evident that {0}, with 0 + 0 = 0 and (0)(0) = 0, gives a ring, the zero ring.
Here 0 acts as multiplicative as well as additive identity element. By Theorem 22.8,
this is the only case in which 0 could act as a multiplicative identity element, for from
0a = 0, we can then deduce that a = 0. Theorem 1.15 shows that if a ring has a multi-
plicative identity element, it is unique. We denote a multiplicative identity element in a
ring by 1.

A ring in which the multiplication is commutative is a commutative ring. A ring with a
multiplicative identity element is a ring with unity; the multiplicative identity element
1 is called ‘imity? I
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Rings and Fields

In a ring with unity 1 the distributive laws show that

(1+1+---+1)(1+1+-~+1)=(1+l+---+l),
nsummands msummands nmsummands

that is, (n - l)(m - l) = (nm) ~ 1. The next example gives an application of this observation.

We claim that for integers r and s where gcd(r,s) = 1, the rings 2,, and Z, x Z, are
isomorphic. Additively, they are both cyclic abelian groups of order rs with generators
land (1, 1) respectively. Thus ¢ : Zn -> Z, x Z, defined by ¢(n - l) = n - (1, l) is an
additive group isomorphism. To check the multiplicative Condition 2 ofDefinition 22.9,
we use the observation preceding this example for the unity (l, l) in the ring Z, x 2,,
and compute.

Mm") = (nm)'(1.1) = [n‘(1,1)][m-(1,1)] = ¢(n)¢(m)- A
Note that a direct product R = R; x R2 x - . - X R,l of rings is commutative if and

and only if each ring R, is commutative. Furthermore, R has a unity if and only if each
R; has a unity.

The set R“ of nonzero real numbers forms a group under multiplication. However,
the nonzero integers do not form a group under multiplication since only the integers l
and —l have multiplicative inverses in Z. In general, a multiplicative inverse of an ele-
ment a in a ring R with unity 1 ;E 0 is an element a‘1 e R such that aa“ = a“a = l.
Precisely as for groups, a multiplicative inverse for an element a in R is unique, if it
exists at all (see Exercise 45). Theorem 22.8 shows that it would be hopeless to have
a multiplicative inverse for 0 except for the ring {0}, where 0 + 0 = 0 and (0)(0) = 0,
with 0 as both additive and multiplicative identity element. We are thus led to discuss
the existence of multiplicative inverses for nonzero elements in a ring with nonzero
unity. There is unavoidably a lot of terminology to be defined in this introductory
section on rings. We are almost done.

Let R be a ring with unity 1 9E 0. An element u in R is a unit ofR if it has a multiplicative
inverse in R. If every nonzero element of R is a unit, then R is a division ring (or skew
field). A field is a commutative division ring. A noncommutative division ring is called
a “strictly skew field.” I

Let us find the units in Z”. Of course, 1 and —1 = 13 are units. Since (3)(5) = l we
see that 3 and 5 are units; therefore —3 = 11 and —5 = 9 are also units. None of the
remaining elements of Z” can be units, since no multiple of 2, 4, 6, 7, 8, or 10 can be
one more than a multiple of 14; they all have a common factor, either 2 or 7, with
14. Section 24 will show that the units in Z, are precisely those m 6 Zn such that
god (m, n) = l. A

Z is not a field, because 2, for example, has no multiplicative inverse, so 2 is not a unit
in Z. The only units in Z are 1 and —1. However, Q and R are fields. An example of a
strictly skew field is given in Section 32. A

We have the natural concepts of a subring of a ring and a subfield of a field. A
subring of a ring is a subset of the ring that is a ring under induced operations from the
whole ring; a subfield is defined similarly for a subset of a field. In fact, let us say here
once and for all that if we have a set, together with a certain specified type of algebraic
structure (group, ring, field, integral domain, vector space, and so on), then any subset
of this set, together with a natural induced algebraic structure that yields an algebraic
structure ofthe same type, is a substructure. If K and L are both structures, we shall let
K 5 L denote that K is a substructure ofL and K < L denote that K S L but K 9E L.
Exercise 50 gives criteria for a subset S of a ring R to form a subring of R.
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I HISTORICAL NOTE

lthough fields were implict in the early work
on the solvability of equations by Abel

and Galois, it was Leopold Kronecker (1823-
1891) who in connection with his own work
on this subject first published in 1881 a defi-
nition of what he called a “domain of rational-
ity”: “The domain of rationality (R’,R”,R”’, ~ - -)
contains every one of those quantities
which are rational flmctions of the quanti-
ties R’,R”,R’”,. - . with integral coefficients.”
Kronecker, however, who insisted that any math-
ematical subject must be constructible in finitely
many steps, did not view the domain of ratio-
nality as a complete entity, but merely as a re-
gion in which took place various operations on its
elements.

Richard Dedekind (1831—1916), the inventor
of the Dedekind cut definition of a real number,

considered a field as a completed entity. In 1871,
he published the following definition in his sup-
plement to the second edition of Dirichlet's text on
number theory: “By a field we mean any system of
infinitely many real or complex numbers, which in
itself is so closed and complete, that the addition,
subtraction, multiplication, and division of any two
numbers always produces a number of the same
system.” Both Kronecker and Dedekind had, how-
ever, dealt with their varying ideas of this notion as
early as the 18505 in their university lectures.

A more abstract definition of a field, similar to
the one in the text, was given by Heinrich Weber
(1842—1913) in a paper of 1893. Weber’s defini-
tion, unlike that of Dedekind, specifically included
fields with finitely many elements as well as other
fields, such as function fields, which were not sub-
fields of the field of complex numbers.

191

Finally, be careful not to confuse our use of the words unit and unity. Unity is
the multiplicative identity element, while a unit is any element having a multiplicative
inverse. Thus the multiplicative identity element or unity is a unit, but not every unit is
unity. For example, —1 is a unit in Z, but —1 is not unity, that is, —1 ¢ 1.

I EXERCISES 22

Computations
In Exercises 1 through 6, compute the product in the given ring.

1. (12)(16) in Z24

3. (ll)(—4) in 215
5. (2,3)(3,5) in 25 x 29

2. (16)(3) in Z32
4. (20)(—8) in Z25
6. (-3,5)(2,—4) in Z4 X Z11

In Exercises 7 through 13, decide whether the indicated operations of addition and multiplication are defined
(closed) on the set, and give a ring structure. If a ring is not formed, tell why this is the case. If a ring is formed,
state whether the ring is commutative, whether it has unity, and whether it is a field.

7. n2 with the usual addition and multiplication
8. 2" with the usual addition and multiplication
9. Z x Z with addition and multiplication by components

10. 2Z x Z with addition and multiplication by components
11. {a + bfi | a, b e Z} with the usual addition and multiplication
12. {a + bfi | a, b 6 Q} with the usual addition and multiplication
13. The set of all pure imaginary complex numbers ri for r e R with the usual addition and multiplication
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In Exercises 14 through 19, describe all units in the given ring

14. Z 15. Z x Z 16. 25
17.12 18.Z><QxZ 19.24

20. Consider the matrix ring M2(Zz).

a. Find the order of the ring, that is, the number of elements in it.
b. List all units in the ring.

21. If possible, give an example of a homomorphism ¢ : R —> R’ where R and R’ are rings with unity 1 ye 0 and
1’ ye 0’, and where ¢(l) aé 0/ and ¢(l) 7e 1/.

22. (Linear algebra) Consider the map det of MnOR) into R where det(A) is the determinant of the matrix A for
A 6 MAR). Is det a ring homomorphism? Why or why not?

23. Describe all ring homomorphisms of Z into Z.
24. Describe all ring homomorphisms of Z into Z x Z.
25. Describe all ring homomorphisms of Z x Z into Z.
26. How many homomorphisms are there of Z x Z x Z into Z?
27. Consider this solution of the equation X2 = 13 in the ring M3 (R).

X2 = 13 implies X2 — I3 = 0, the zero matrix, so factoring, we have (X — 13)(X + 13) = 0

whence eitherX = [3 orX = —13.

Is this reasoning correct? If not, point out the error, and if possible, give a counterexample to the conclusion.
28. Find all solutions of the equation .7:2 + x — 6 = 0 in the ring 214 by factoring the quadratic polynomial. Com-

pare with Exercise 27.
29. Find all solutions to the equations Jr2 + x — 6 = 0 in the ring Z13 by factoring the quadratic polynomial. Why

are there not the same number of solutions in Exercise 28?
30. What is wrong with the following attempt at a proof of Property 2 in Theorem 22.8?

(-a)b = ((-l)a)b = (-1)(ab) = -(ab)-
Concepts

In Exercises 31 and 32, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

31. A fieldF is a ring with nonzero unity such that the set ofnonzero elements ofF is a group under multiplication.
32. A unit in a ring is an element of magnitude 1.

33. Give an example of a ring having two elements a and b such that ab = 0 but neither a nor b is zero.
34. Give an example of a ring with unity 1 9e 0 that has a subring with nonzero unity 1’ aé l. [Hint Consider a

direct product, or a subring of Z5.]
35. Determine whether each of the following is true or false.

a. Every field is also a ring.
I). Every ring has a multiplicative identity.
c. Every ring with unity has at least two units.
d. Every ring with unity has at most two units.
e. It is possible for a subset of some field to be a ring but not a subfield, under the induced operations.
f. The distributive laws for a ring are not very important.
g. Multiplication in a field is commutative.
h. The nonzero elements of a field form a group under the multiplication in the field.
i. Addition in every ring is commutative.
j. Every element in a ring has an additive inverse.
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Theory

36. Show that the multiplican'on defined on the set F of functions in Example 22.4 satisfies axioms .982 and .923
for a ring.

37. Show that the evaluation map can of Example 22.10 is a ring homomorphism.
38. Complete the argument outlined after Definitions 22.12 to show that isomorphism gives an equivalence relation

on a collection of rings.
39. Show that if U is the collection of all units in a ring (R, +, -) with unity, then (U, -) is a group. [Waming: Be

sure to show that U is closed under multiplication]
40. Show that a2 — b2 = (a + b)(a — b) for all a and b in a ring R if and only ifR is commutative.
41. Let (R, +) be an abelian group. Show that (R, +, -) is a ring if we define ab = 0 for all a, b e R.

42. Show that the rings 2Z and 32 are not isomorphic. Show that the fields IR and C are not isomorphic.
43. (Freshman exponentiation) Let p be a prime. Show that in the ring Zp we have (a + b)? = a” + V for all

a, b e Zp. [Hint: Observe that the usual binomial expansion for (a + b)" is valid in a commutative ring]

44. Show that the unity element in a subfield of a field must be the unity of the whole field, in contrast to Exer-
cise 34 for rings.

45. Show that the multiplicative inverse of a unit in a ring with unity is unique.
46. An element a of a ring R is idempotent if a2 = a.

a. Show that the set of all idempotent elements of a commutative ring is closed under multiplication.
I). Find all idempotents in the ring 25 x Zn.

47. (Linear algebra) Recall that for an m x n matrix A, the transpose AT of A is the matrix whose jth column
is the jth row of A. Show that if A is an m x n matrix such that A114 is invertible, then the projection matrix
P = A(ATA)'IAT is an idempotent in the ring of n x n matrices.

48. An element a of a ring R is nilpotent if a’' = 0 for some n 5 2+. Show that if a and b are nilpotent elements
of a commutative ring, then a + b is also nilpotent.

49. Show that a ring R has no nonzero nilpotent element if and only if 0 is the only solution of x2 = 0 in R.
50. Show that a subset S of a ring R gives a subring ofR if and only if the following hold:

0 e S;
(a—b) e Sforalla,b e S;

ab 6 Sforalla,b e S.

51. a. Show that an intersection of subrings of a ring R is again a subring ofR.
I). Show that an intersection of subfields of a field F is again a subfield of F.

52. Let R be a ring, and let a be a fixed element of R. Let Ia = {x e R lax = 0}. Show that Ia is a subring of R.
53. Let R be a ring, and let a be a fixed element of R. Let Ra be the subring of R that is the intersection of all

subrings of R containing a (see Exercise 51). The ring Ra is the subring of R generated by a. Show that the
abelian group (Ru, +) is generated (in the sense of Section 7) by {a’l In 6 2+}.

54. (Chinese Remainder Theorem for two congruences) Let r and s be positive integers such that gcd(r, s) = 1.
Use the isomorphism in Example 22.15 to show that for m, n e Z, there exists an integer x such that x E m
(mod r) and x E n (mod 3).

55. a. State and prove the generalization of Example 22. 15 for a direct product with n factors.
b. Prove the Chinese Remainder Theorem: Let a,-, b.- 6 2+ fori = 1, 2, . . . , n and let gcd(b.-,b,-) = 1 fori 9e j.

Then there exists 1: 6 2" such thatx E a; (mod bi) fori = 1,2, - . . ,n.
56. Consider (S, +, -), where S is a set and + and - are binary operations on S such that

(S, +) is a group,
(S‘, -) is a group where S" consists of all elements of S except the additive identity element,
a(b + c) = (ab) + (ac) and (a + b)c = (ac) + (be) for all a, b, c e S.
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Show that (S, +, -) is a division ring. [Hint: Apply the distributive laws to (1 + l)(a + b) to prove the commu-
tativity of addition.]

57. A ring R is a Boolean ring if 02 = a for all a e R, so that every element is idempotent. Show that every
Boolean ring is commutan've.

58. (For students having some knowledge of the laws of set theory) For a set S, let 9’ (S) be the collection of all
subsets of S. Let binary operations + and - on 9’ (S) be defined by

and

forA,B e 9’ (S).

A+B=(AUB)—(AnB)={x|xerxeBbutx¢(AnB)}

A-B=AflB

a. Give the tables for + and - for 9’ (S), where S = {a, b}. [Hint: 9” (S) has four elements]
I). Show that for any set S, (9’ (S), +, -) is a Boolean ring (see Exercise 57).

23.1 Example

Solution

23.2 Definition

INTEGRAL DOMAINS

While a careful treatment of polynomials is not given until Section 27, for purposes of
motivation we shall make intuitive use of them in this section.

Divisors of Zero and Cancellation

One of the most important algebraic properties of our usual number system is that a
product of two numbers can be 0 only if at least one of the factors is 0. We have used
this fact many times in solving equations, perhaps without realizing that we were using
it. Suppose, for example, we are asked to solve the equation

x2 — 5x + 6 = 0.
The first thing we do is factor the left side:

x2 —5x+6=(x—2)(x—3).
Then we conclude that the only possible values for x are 2 and 3. Why? The reason is
that ifx is replaced by any number a, the product (a — 2)(a — 3) of the resulting numbers
isOifandonlyifeithera—Z =00ra—3 =0.

Solve the equation 12 — 5x + 6 = 0 in Z12.

The factorization x2 — 5x + 6 = (x — 2)(x — 3) is still valid if we think ofx as standing
for any number in Zn. But in Z12, not only is 0a = a0 = 0 for all a 6 Zn, but also

(2)(6) = ($0) = (3X4) = (4)(3) = (3X8) = (8X3)
= (4)(6) = (6X4) = (4)(9) = (9)(4) = (6)(6) = (0(8)
= (8X6) = (6)00) = (10)(6) = (8X9) = (9X8) = 0-

We find, in fact, that our equation has not only 2 and 3 as solutions, but also 6 and 11,
for (6 — 2)(6 — 3) = (4)(3) = 0 and (11 — 2)(11— 3) = (9)(8) = 0 in Zn. A

These ideas are of such importance that we formalize them in a definition.

If a and b are two nonzero elements of a ring R such that ab = 0, then a and b are
divisors of 0 (or 0 divisors). I
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Example 23.1 shows that in Z12 the elements 2, 3, 4, 6, 8, 9, and 10 are divisors of
0. Note that these are exactly the numbers in Z12 that are not relatively prime to 12, that
is, whose gcd with 12 is not 1.

If R is a ring with unity and a is a unit in R, then a is not a divisor of 0. To see this,
note that if ab = 0, then a‘lab = 0, so b = 0. Similarly, if ba = 0, then baa"l = 0, so
b = 0. Theorem 23.3 shows that in the ring Z,l every element is either 0, a unit, or a 0
divisor.

Let m e Z”. Either m = 0, m is relatively prime to n, in which case In is a unit in Z,“ or
m is not relatively prime to n, in which case In is a 0 divisor in Z".

We first suppose that m ;E 0 and gcd(m, n) = d ;E 1. Then, using integer multiplication

m6) = (3)"
"49:0”,

Neither m nor n/d is 0 in Z,,. Thus m is a divisor of 0.
Now suppose that gcd(m, n) = 1. Then there are integers a and b such that

an+bm = 1. By the division algorithm, there are integers q and r such that 0 S
r5n—1andb=nq+r.Wecanwrite

is a multiple of n, so in Z,,,

rm=(b—nq)m=bm—nqm=(l —an)—nqm= l —n(a+qm).

Soiarm=mr=1andmisaunit O

Classify each nonzero element of Z20 as a unit or a 0 divisor.

The greatest common divisor of m and 20 is 1 if m = 1, 3, 7, 9, 11, l3, l7, 19, so these
are all units. For m = 2,4,5,6,8,10,12,14,15,16,18, gcd(m, 20) > 1, so these are all
0 divisors. We see that

l-1=3-7=9-9=11-11=13-17=19-19=1eZm

which verifies that each isaunit. We alsoseethat

2-10=4-5=6-10=8-15=12-5=l4-10=16-5=18-10=OeZ20

which verifies that each of these isaOdivisor in Z20. A

Ifp is a prime number, then every nonzero element ofZ, is a unit, which means that Z,
is a field and it has no divisors of 0.

For anyO < m 5p — l, gcd(m,p) = 1. Somis aunit in Z, by Theorem 23.3. 0

The preceding corollary shows that when we consider the ring M,(Z,), we are talk-
ing about a ring of matiices over a field. In the typical undergraduate linear algebra
course, only the field properties of the real or complex numbers are used in much of the
work. Such notions as matiix reduction to solve linear systems, determinants, Cramer’s
rule, eigenvalues and eigenvectors, and similarity transformations to try to diagonalize a
mauix are valid using matrices over any field; they depend only on the arithmetic prop-
erties of a field. Considerations of linear algebra involving notions of magnitude, such
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as least-squares approximate solutions or orthonormal bases, make sense only when
using fields where we have an idea of magnitude. The relation

p-1=1+1+---+1=0
psummands

indicates that there can be no very natural notion of magnitude in the field Zp.
Another indication of the importance of the concept of 0 divisors is shown in the

following theorem. Let R be a ring, and let a,b,c e R. The cancellation laws hold in
Rifab=acwitha#0impliesb=c,andba=cawithaaé0imp1iesb=c.'l'hese
are multiplicative cancellation laws. Of course, the additive cancellation laws hold in R,
since (R, +) is a group.

The cancellation laws hold in a ring R if and only if R has no divisors of 0.

Let R be a ring in which the cancellation laws hold, and suppose ab = 0 for some
a, b e R. We must show that either a or b is 0. Ifa ;E 0, then ab = a0 implies that b = 0
by cancellation laws. Therefore, either a = 0 or b = 0.

Conversely, suppose that R has no divisors of 0, and suppose that ab = ac with
a ;E 0. Then

ab—ac=a(b—c)=0.

Since a 9E 0, and since R has no divisors of 0, we must have b — c = 0, so b = c.
A similar argument shows that ba = ca with a 9E 0 implies b = c. 9

Suppose that R is a ring with no divisors of 0. Then an equation ax = b, with a ;é 0,
in R can have at most one solution x in R, for if an = b and axz = b, then an = (in,
and by Theorem 23.6 x1 = x2, since R has no divisors of 0. If R has unity l ;é 0 and a is
a unit in R with multiplicative inverse a", then the solution x of wt = b is a“b. In the
case that R is commutative, in particular if R is a field, it is customary to denote a‘lb
and ba‘l (they are equal by commutativity) by the formal quotient b/a. This quotient
notation must not be used in the event that R is not commutative, for then we do not
know whether b/a denotes a‘lb or ba‘l. In particular, the multiplicative inverse a—1 of
a nonzero element a of a field may be written 1 /a.

Integral Domains

The integers are really our most familiar number system. In terms of the algebraic prop-
erties we are discussing, Z is a commutative ring with unity and no divisors of 0. Surely
this is responsible for the name that the next definition gives to such a structure.

An integral domain D is a commutative ring with unity 1 7E 0 that contains no divisors
of 0. I

Thus, if the coefi‘icients ofa polynomial arefrom an integral domain, one can solve
a polynomial equation in which the polynomial can be factored into linearfactors in
the usualfashion by setting each factor equal to 0.

In our hierarchy of algebraic structures, an integral domain belongs between a com-
mutative ring with unity and a field, as we shall show. Theorem 23.6 shows that the
cancellation laws for multiplication hold in an integral domain.

We have seen that Z and Z, for any prime p are integral domains, but Z,. is not an
integral domain if n is not prime. A moment of thought shows that the direct product
R x S of two nonzero rings R and S is not an integral domain. Just observe that for r e R
and s e S both nonzero, we have (r, 0)(0, s) = (0, 0). A
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23.9 Example Show that although Z2 is an integral domain, the matrix ring M2(Z2) has divisors of
zero.

Solution We need only observe that

(‘ °) (° °) - (° °)0 0 l 0 0 0 A

In a field, every nonzero element is a unit. We saw that units cannot be divisors of
0, so in a field there are no divisors of 0. Since multiplication in a field is commutative,
every field is an integral domain.

Figure 23.10 gives a Venn diagram view of containment for the algebraic structures
having two binary operations with which we will be chiefly concerned. In Exercise 26
we ask you to redraw this figure to include strictly skew fields as well.

We have seen that Q, R, C, and Zp for p a prime number are all fields. Theorem
23.3 implies that if Z,l is an integral domain, then Z,l is a field. In fact, the next theorem
says that any finite integral domain is a field. The proof of this theorem is a personal
favorite of both authors. It is done by counting, one of the most powerful techniques in
mathematics.

Commutative
rings

23.10 Figure A collection of rings.

23.11 Theorem Every finite integral domain is a field.

Proof Let R be a finite integral domain and a a nonzero element of R. We wish to show there
is an element b e R such that ab = 1. To this end, we define a functionf : R —> R by

f(x) = ax-
We first show thatf is a one-to-one function. Suppose thatf(n) =f(xz), then

an = axz
x1 = x2

since a ¢ 0 and cancellation holds in an integral domain. Thusf is one-to-one. Since
R is finite andf : R —> R is one-to—one, f must also map onto R. Therefore, there is a
b e R such that

l = f(a) = ab = ba

which verifies that a is a unit. 0
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The finite condition in Theorem 23.11 is necessary since Z is an infinite integral
domain, which is not a field. The counting argument fails in the case where the integral
domain is infinite since there are one-to-one functions from an infinite set to itself that
are not onto. For example, multiplication by 2 is a one-to—one function mapping Z to Z,
but 1 is not in the range of the function.

In Section 39 we will see that other than Zp there are many finite integral domains
and therefore fields.

The Characteristic of a Ring
Let R be any ring. We might ask whether there is a positive integer n such that n - a = 0
foralla eR,wheren-ameansa+a+ in+aforn sunnnands,asexplainedinSec-
tion 22. For example, the integer m has this property for the ring Z".

If for a ring R a positive integer n exists such that n - a = 0 for all a e R, then the least
such positive integer is the characteristic of the ring R. If no such positive integer
exists, then R is of characteristic 0. I

We shall use the concept of a characteristic chiefly for fields. Exercise 35 asks us
to show that the characteristic of an integral domain is either 0 or a prime p.

The ring Z,l is of characteristic n, while Z, Q, R, and C all have characteristic 0. A

At first glance, determination of the characteristic of a ring seems to be a tough job,
unless the ring is obviously of characteristic 0. Do we have to examine every element a
of the ring in accordance with Definition 23.12? Our final theorem of this section shows
that if the ring has unity, it suffices to examine only a = 1.

Let R be a ring with unity. If n - 1 9E 0 for all n e Z+, then R has characteristic 0. If
n - l = 0 for some n e Z+, then the smallest such integer n is the characteristic of R.

Ifn- 1 ¢0foralln e Z+, then surely wecannothaven-a=0foralla eRforsome
positive integer n, so by Definition 23.12, R has characteristic 0.

Suppose that n is a positive integer such that n - 1 = 0. Then for any a e R, we have

n-a=a+a+---+a=a(l+l+---+l)=a(n-1)=a0=0.

Ourtheorem follows directly. 0

I EXERCISES 23

Computations

1. Find all solutions of the equation; — 2x2 — 3x = o in 212.
2. Solve the equation 3): = 2 in the field Z7; in the field Z23.
3. Find all solutions of the equation x2 + 2x + 2 = 0 in Z5.
4. Find all solutions 0f + 2x + 4 = o in 26.

In Exercises 5 through 10, find the characteristic of the given ring.

5. 2Z
8. Z3 X Z3

6.ZXZ 7.Z3X3Z

9. Z3 x24 10- szls
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In Exercises 11 through 16, classify each nonzero element of the ring as a unit, a divisor of 0, or neither.

1]. Z5 12. Z3 13. 215
14. Z 15. Z3 x Z3 16. Z4 x 25

17. Let R be a commutative ring with unity of characteristic 4. Compute and simplify (a + b)4 for a, b e R.
18. Let R be a commutative ring with unity of characteristic 3. Compute and simplify (a + b)9 for a, b e R.
19. Let R be a commutative ring with unity of characteristic 3. Compute and simplify (a + b)6 for a, b e R.

20. Show that the matrix [g i] is a divisor of zero in M2(Z).

Concepts

In Exercises 21 and 22, correct the definition of the italicized term m'thout reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

21. If ab = 0, then a and b are divisors ofzem.
22. If n - a = 0 for all elements a in a ring R, then n is the characteristic ofR.
23. Determine whether each of the following is true or false.

a. nZ has zero diw'sors if n is not prime.
1). Every field is an integral domain.
c. The characteristic of nZ is n.
(I. As a ring, Z is isomorphic to nZ for all n 2 1.
e. The cancellation law holds in any ring that is isomorphic to an integral domain.
1'. Every integral domain of characteristic 0 is infinite.
g. The direct product of two integral domains is again an integral domain.
h. A divisor of zero in a commutative ring with unity can have no multiplicative inverse.
i. nZ is a subdomain of Z.
j. Z is a subfield of Q.

24. Each of the six numbered regions in Fig. 23.10 corresponds to a certain type of a ring. Give an example of a
ring in each of the six cells. For example, a ring in the region numbered 3 must be commutative (it is inside
the commutative circle), have unity, but not he an integral domain.

75. (For students who have had a semester of linear algebra) Let F be a field. Give five different characterizations
of the elements A of Mn(F) that are divisors of 0.

26. Redraw Fig. 23.10 to include a subset corresponding to strictly skew fields.

Proof Synopsis

27. Give a one-sentence synopsis of the proof of the “if” part of Theorem 23.6.
28. Give a two-sentence synopsis of the proof of Theorem 23.11.

Theory

29. An element a of a ring R is idempotent if a2 = a. Show that a division ring contains exactly two idempotent
elements.

30. Show that an intersection of subdomains of an integral domain D is again a subdomain ofD.
31. Show that a finite ring R with unity 1 7E 0 and no divisors of 0 is a division ring. (It is actually a field,

although commutativity is not easy to prove. See Theorem 32.10.) [Note: In your proof, to show that a ate 0
is a unit, you must show that a “left multiplicative inverse” of a 7E 0 in R is also a “right multiplicative
inverse."]
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32.

33.
34

35

Part v Rings and Fields

Let R be a ring that contains at least two elements. Suppose for each nonzero a e R, there exists a unique
b e Rsuchthataba =a.

a. Show that R has no divisors of 0.
b. Show that bab = b.
c. Show that R has unity.
(I. Show that R is a diw'sion ring.
Show that the characteristic of a subdomain of an integral domain D is equal to the characteristic of D.
Show that if D is an integral domain, then {n - 1 In e Z} is a subdomain of D contained in every subdomain
of D.
Show that the characteristic of an integral domain D must be either 0 or a prime p. [Hint: If the characterisfic
of D is mn, consider (m - l)(n - l) in D.]

This exercise shows that every ring R can be enlarged (if necessary) to a ring S m'th unity, haw'ng the same
characteristic as R. Let S = R x Z if R has characteristic 0, and R x Z” if R has characteristic n. Let addition
in S be the usual addition by components, and let multiplication be defined by

(r1,n1)(r2.n2) = (r172 + n1 4‘2 +n2-71,n1n2)
where n - 7' has the meaning explained in Section 22.

a. Show that S is a ring.
I). Show that S has unity.
c. Show that S and R have the same characteristic.
CL Show that the map 05 : R —> S given by ¢(r) = (r, 0) for r e R maps R isomorphically onto a subring of S.

-FERMAT’S AND EULER’S THEOREMS

Fermat’s Theorem

We know that as additive groups, Z,l and Z/nZ are naturally isomorphic, with the coset
a + nZ corresponding to a for each a e Z". Furthermore, addition of cosets in Z/nZ
may be performed by choosing any representatives, adding them in Z, and finding the
coset of nZ containing their sum. It is easy to see that Z/nZ can be made into a ring by
multiplying cosets in the same fashion, that is, by multiplying any chosen representa-
tives. While we will be showing this later in a more general situation, we do this special
case now. We need only show that such coset multiplication is well defined, because the
associativity of multiplication and the distributive laws will follow immediately from
those properties of the chosen representatives in Z. To this end, choose representatives
a + m and b + sn, rather than a and b, from the cosets a + nZ and b + nZ. Then

(a + m)(b + sn) = ab + (as + rb + rsn)n,

which is also an element of ab + nZ. Thus the multiplication is well-defined, and our
cosets form a ring isomorphic to the ring Zn.

Exercise 39 in Section 22 asks us to show that the units in a ring form a group
under the multiplication operation of the ring. This is a very useful fact that we will use
to provide simple proofs for both Fermat’s Little Theorem and Euler’s generalization.
We start with Fermat’s Theorem.

2.4.1 Theorem (Little Theorem of Fermat) If a e Z and p is a prime not dividing a, then p divides
al"l — 1, that is, (11”—1 E 1 (modp) fora f. 0 (modp).

Proof The ring Z, is a field, which implies that all the nonzero elements are units. Thus (2;, -)
is a group with p - 1 elements. Any b in the group Z; has order a divisor of |Z;| =
p — 1. Therefore
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b"‘1 = 1 e 2,.
The rings Z, and Z/pZ are isomorphic where the element b e 2,, corresponds to

the coset b +pZ. For any integer a that is not a multiple of p, a +p2 = b +pZ for
someOsbSp—l.'1'hus

(a +11%)"-1 : (b +pZ)P-' E 1 +pz e Z/pZ.

a!“1 E 1 (mod p).

The corollary follows from Theorem 24.1 if a ,i. 0 (modp). Ifa E 0 (modp), then both
9

In other words,

24.2 Corollary If a e Z, then (1” E a (mod p) for any prime p.

Proof
sides reduce to 0 modulo p.

24.3 Example
have
Let us compute the remainder of 8103 when divided by 13. Using Fermat’s theorem, we

8103 E (812)8(87) E (18x87) E s7 E (—5)7
E (25)3(—5) E (—1)3(—5) E 5 (mod 13).

I HISTORICAL NOTE

he statement of Theorem 24.1 occurs in a
letter from Pierre de Fermat (1601—1665)

to Bernard Frenicle de Bessy, dated 18 October
1640. Fermat’s version of the theorem was that
for any prime p and any geometric progression
a,a2, - -- ,a’,- -- , there is aleast numberaT ofthe
progression such that p divides (:7 — 1. Further-
more, T divides p — 1 and p also divides all num-
bers of the form a” — 1. (It is curious that Fermat
failed to note the condition thatp not divide a; per-
haps he felt that it was obvious that the result fails
in that case.)

Fermat did not in the letter or elsewhere indi-
cate a proof of the result and, in fact, never men-
tioned it again. But we can infer from other parts

of this correspondence that Fermat’s interest in this
result came from his study of perfect numbers.
(A perfect number is a positive integer m that is
the sum of all of its divisors less than m; for ex-
ample, 6 = 1 + 2 + 3 is a perfect number.) Euclid
had shown that 2"“(2’l — l) is perfect if 2" — l
is prime. The question then was to find methods
for determining whether 2" — 1 was prime. Fermat
noted that 2" — 1 was composite if n is composite,
and then derived from his theorem the result that if
n is prime, the only possible divisors of 2" — 1 are
those of the form 2kn + 1. From this result he was
able quickly to show, for example, that 237 — 1 was
divisible by 223 = 2 - 3 - 37 + l.

24.4 Example Show that 2“-213 — 1 is not divisible by 11.

Solution By Fermat’s theorem, 210 E 1 (mod 11), so
211.213 _ 1 E [(210)l,121 . 23] _ 1 E [11,121 . 23] _ 1

E23—1E8—1E7(mod11).

Thus the remainder of 2“-213 — 1 when divided by 11 is 7, not 0. (The number 11,213
is prime, and it has been shown that 211,213 _

2" — 1 where p is prime are known as Mersenne primes.)
1 is a prime number. Primes of the form
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Show that for every integer n, the number n33 — n is divisible by 15.

This seems like an incredible result. It means that 15 divides 233 — 2, 3133 — 3, 433 — 4,
etc.

Now 15 = 3 - 5, and we shall use Fennat’s theorem to show that n33 - n is divisible
by both 3 and 5 for every n. Note that n33 — n = n(n32 — 1).

If 3 divides n, then surely 3 divides n(n32 - 1). If 3 does not divide n, then by
Fermat’s theorem, n2 E 1 (mod 3) so

n32 — 1 a (n?)16 — 1 E 116 — 1 a 0(mod 3),
and hence 3 divides n32 — 1.

If n E 0 (mod 5), then n33 - n E 0 (mod 5). If n E 0 (mod 5), then by Fermat’s
theorem, n“ E 1 (mod 5), so

”32—15(n4)8—IE18—150(m0d5).
Thus n33 —n E 0(mod 5) for everynalso. A

Euler's Generalization

Theorem 23.3 classifies all the elements in Z" into three categories. An element k in 2,,
is either 0, a unit if the gcd(n, k) = 1, or else a divisor of 0 if gcd(n, k) > 1. Exercise 39
in Section 22 shows that the units in a ring form a group under multiplication. Therefore,
the set of nonzero elements in Z", which are relatively prime to n, form a multiplicative
group. Euler’s generalization ofFermat’s theorem is based on the number of units in Z".

Let n be a positive integer. Let rp(n) be defined as the number of positive integers
less than or equal to n and relatively prime to n. Note that (p(1) = 1.

Let n = 12. The positive integers less than or equal to 12 and relatively prime to 12 are
1,5, 7, and 11, so ¢(12)=4. A

By Theorem 23.3, rp(n) is the number of nonzero elements of Zn that are not
divisors of 0. This function go : 2" —> 2" is the Euler phi-function. We can now de-
scribe Euler’s generalization of Fermat’s theorem.

(Euler’s Theorem) If a is an integer relatively prime to n, then aw” — l is divisible
by n, that is, at“) E 1 (mod n).

If a is relatively prime to n, then the coset a + nZ of nZ containing a contains an integer
b < n and relatively prime to 71. Using the fact that multiplication of these cosets by
multiplication modulo n of representatives is well-defined, we have

aw") E bW‘) (mod n).
But by Theorem 23.3, b can be viewed as an element of the multiplicative group G. of
order (p01) consisting of the (p(n) elements of Zn relatively prime to n. Thus

bw‘) E 1 (mod n),

and our theorem follows. 0

Let n = 12. We saw in Example 24.6 that ¢(12) = 4. Thus if we take any integer a
relatively prime to 12, then a4 E 1 (mod 12). For example, with a = 7, we have 74 =
(49)2 = 2, 401 = 12(200) + 1, so 74 E 1 (mod 12). Of course, the easy way to compute
74 (mod 12), without using Euler’s theorem, is to compute it in Zn. In Z12, we have
7 = —5 so

72=(—5)2=(5)2=1 and 74=1Z=1. A
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Application to ax E 11 (mod m)

We can find all solutions of a linear congruence ax E b (mod m). We prefer to work
with an equation in Z", and interpret the results for congruences.

Let m be a positive integer and let a e Z," be relatively prime to m. For each b e Z”,
the equation ax = b has a unique solution in Z”.

By Theorem 23.3, a is a unit in Z”. and s = a'lb is certainly a solution of the equation.
Multiplying both sides of ax = b on the left by a", we see this is the only solution.

9

Interpreting this theorem for congruences, we obtain at once the following
corollary.

If a and m are relatively prime integers, then for any integer b, the congruence ax E
b (mod m) has as solutions all integers in precisely one residue class modulo m. 0

Theorem 24.9 serves as a lemma for the general case.

Let m be a positive integer and let a, b e Z”. Let (1 be the gcd of a and m. The equation
ax = b has a solution in Z," if and only if d divides b. When (1 divides b, the equation
has exactly d solutions in Z”.

First we show there is no solution of ax = b in Z"l unless d divides b. Suppose s e Z,"
is a solution. Then as — b = qm in Z, so b = as — qm. Since d divides both a and m, we
see that d divides the right-hand side of the equation b = as — qm, and hence divides b.
Thus a solution s can exist only if d divides b.

Suppose now that d does divide b. Let

a = (1111, b = b111, and m = mld.

Then the equation as — b = qm in Z can be rewritten as d(a1s — bl) = dqml. We see
that as — b is a multiple of m if and only if als — b; is a multiple of ml . Thus the solu-
tions s of ax = b in Z". are precisely the elements that, read modulo ml, yield solutions
ofalx = b; in Z“, . Now let s e Z,“ be the unique solution ofalx = b1 in Z," given by
Theorem 24.9. The numbers in Z," that reduce to s modulo m1 are precisely those that
can be computed in Z," as

s,s+ml.S+2m1.s+3m1.--- .S+(d-1)m1-
Thus there are exactly d solutions of the equation in Z". 9

Theorem 24.11 gives us at once this classical result on the solutions of a linear
congruence.

Let d be the gcd of positive integers a and m. The congruence ax E b (mod m) has a
solution if and only if d divides b. When this is the case, the solutions are the integers
in exactly d distinct residue classes modulo m. 0

Actually, our proof of Theorem 24.11 shows a bit more about the solutions of
ax E b (mod m) than we stated in this corollary; namely, it shows that if any solu-
tion s is found, then the solutions are precisely all elements of the residue classes
(s + km1)+ (mZ) where m1 = m/d and k runs through the integers from 0 to d — 1.
It also tells us that we can find such an s by finding (11 = a/d and bl = b/d, and solving
a1x E b; (mod m1). To solve this congruence, we may consider a1 and b1 to be replaced
by their remainders modulo m1 and solve the equation up: = b1 in Z," .
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Find all solutions of the congruence 12.x E 27 (mod 18).

The god of 12 and 18 1s 6, and 6 is not a divisor of 27. Thus by the preceding corollary,
there are no solutions.

Find all solutions of the congruence 15x E 27 (mod 18).

The god of 15 and 18 is 3, and 3 does divide 27. Proceeding as explained before Ex-
ample 24.13, we divide everything by 3 and consider the congruence 5): E 9 (mod 6),
which amounts to solving the equation 5x = 3 in Z5. Now the units in Z5 are 1 and
5, and 5 is clearly its own inverse in this group of units. Thus the solution in 2,5 is
x = (5")(3) = (5)(3) = 3. Consequently, the solutions of 15x E 27 (mod 18) are the
integers in the three residue classes

3 +182 = {- - - ,-33, —15,3,21,39,' ' ' },
9+ 182 = {-- - ,—27,—9,9,27,45,-- -}.

15+ 18Z = {--- .—21,—3.15.33.51.-'-},
illustrating Corollary 24.12. Note the d = 3 solutions 3, 9, and 15 in Zia. All the
solutions in the three displayed residue classes modulo 18 can be collected in the
one residue class 3 + 6Z modulo 6, for they came from the solution x = 3 of 5x = 3
in 25. A

I EXERCISES 24

Computations

We will see later that the multiplicative group ofnonzero elements of a finite field is cyclic. Illustrate this by finding
a generator for this group for the given finite field.

1.27 2. Zn 3. 217
4. Using Fermat’s theorem, find the remainder of 347 when it is divided by 23.
5. Use Fermat’s theorem to find the remainder of 3749 when it is divided by 7.
6. Compute the remainder of 20”) + 1 when divided by 19. [Hint You will need to compute the remainder of

2'7 modulo 18.]
7. Make a table of values of ¢(n) for n 5 30.

8. Compute (p(p2) where p is a prime.
9. Compute (p(pq) where both p and q are primes.

10. Use Euler’s generalization of Fermat’s theorem to find the remainder of 71000 when divided by 24.

In Exercises 1 1 through 18, describe all solutions of the given congruence, as we did in Examples 24.13 and 24.14.

11. 2): E 6(mod4) 12. 22x E 5 (mod 15)
13. 36x E 15 (mod 24) 14. 45): E 15 (mod 24)
15. 39x E 125 (mod 9) 16. 41x E 125 (mod 9)
l7. 155x E 75 (mod 65) 18. 39x E 52 (mod 130)
19. Let p be a prime :3. Use Exercise 28 below to find the remainder of (p — 2)! modulo p.
20. Using Exercise 28 below, find the remainder of 34! modulo 37.
21. Using Exercise 28 below, find the remainder of 49! modulo 53.

22. Using Exercise 28 below, find the remainder of 24! modulo 29.
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Concepts

23. Determine whether each of the following is true or false.

a. a”‘1 E 1 (mod p) for all integers a and primes p.
1). al"‘1 E 1 (mod p) for all integers a such that a $ 0 (mod p) for a prime p.
c. (p01) 5 nforalln e 2".
d. (p01) 5 n— l foralln e 2".
e. The units in Z” are the positive integers less than n and relan'vely prime to n.
f. The product of two units in Zn is always a unit.
g. The product of two nonunits in Z,, may be a unit.
h. The product of a unit and a nonunit in Z,, is never a unit.
i. Every congruence ax E b (modp), where p is a prime, has a solution.
j. Let d be the god of positive integers a and m. If d divides b, then the congruence ax E b (mod m) has

exactly d incongruent solutions.

24. Give the group multiplication table for the multiplicative group of units in Z12. To which group of order 4 is it
isomorphic?

Proof Synopsis
25. Give a one-sentence synopsis of the proof of Theorem 24.1.
26. Give a one-sentence synopsis of the proof of Theorem 24.7.

Theory

27. Show that l and p — l are the only elements of the field Zp that are their own multiplicative inverse. [Hint
Consider the equation 12 — l = 0.]

28. Using Exercise 27, deduce the half of Wilson’s theorem that states that if p is a prime, then (p — l)! E —1
(mod p). [The other half states that if n is an integer >1 such that (n — l)! E —1 (mod n), then It is a prime.
Just think what the remainder of (n — 1)! would be modulo n if n is not a prime]

29. Use Fermat’s theorem to show that for any positive integer n, the integer n37 — n is divisible by 383838. [Hintt
383838 = (37)(19)(l3)(7)(3)(2).]

30. Referring to Exercise 29, find a number larger than 383838 that divides n37 — n for all positive integers n.

-ENCRYPTION

An encryption scheme is a method to disguise a message so that it is extremely difficult
for anyone other than the intended receiver to read. The sender encrypts the message
and the receiver decrypts the message. One method, called cypher encryption, requires
the sender to use a permutation of the letters in the alphabet to replace each letter with a
different letter. The receiver then uses the inverse of the permutation to recover the orig-
inal message. This method has two major weaknesses. First, both the sender and the
receiver need to know the permutation, but no one else should know the permutation or
else the message is not secure. It would be difficult to implement a cypher for a trans-
action when a company wishes to receive many orders each day, each using a different
permutation that only the customer and the company know. Furthermore, cyphers are
generally not difficult to crack. In fact, some newspapers carry a daily puzzle, which is
essentially decrypting an encrypted message.

Researchers in the second half of the twentieth century sought a method that allows
the receiver to publish public information that any sender could use to encrypt a mes-
sage, yet only the receiver could decrypt it. This means that knowing how a message
was encrypted is little help in decryption. This method relies on a flmction that is easy
for computers to compute, but whose inverse is virtually impossible to compute without
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more information. Functions of this type are called trap door functions. Most commer-
cial online transactions are communicated with trap door functions. This allows anyone
to make a secure credit card purchase with little risk of a third party gaining private
information.

RSA Public and Private Keys

Euler’s generalization of Fermat’s Theorem is the basis of a very common trap door
encryption scheme referred to as RSA encryption. RSA comes from the names of the
three inventors of the system, Ron Rivest, Adi Shamir, and Leonard Adleman. The trap
door function relies on the fact that it is easy to multiply two large prime numbers, but
if you are only given their product, it is very difficult to factor the number to recover
the two prime numbers. The following theorem is the key to this encryption scheme.

Let n = pq where p and q are distinct prime numbers. If a e Z with gcd(a,pq) = l and
w E 1 (mod (p —1)(q —1)), then a” E a (mod n).

Since w E 1 (mod (p — 1)(q — 1)). we can write

w=k(p—1)(q—1>+1
for some integer k. Recall that the Euler phi-function ¢(n) counts the number of positive
integers less than or equal to n that are relatively prime to n. Since n = pq, we can
compute ¢(pq) by subtracting the number of integers less than n that are divisible by
either p or q from n — 1. There are p — 1 multiples of q and q — l multiples of p that
are less than pq. Furthermore, the least common multiple ofp and q is pq since p and q
are distinct primes. Thus

¢(Pq)=(Pq- 1)-(p- 1)-(q- 1)
= m - p - q + 1
= (P - 1)(q - 1)-

By Euler’s Theorem (Theorem 24.7),

aw = aktp-IXq-IHI
= a(a(p—1)<q—I))k

= a (“my

E a(1")
E a (mod n). O

The RSA encryption scheme requires two sets of positive integers called the private
key and the public key. The private key is known only by the person who will receive
the message, and the public key is available to anyone who wishes to send a message to
the receiver.

The private key consists of

0 TWO prime numbers p and q with p ;E q.
0 The product n = pq.
0 An integer 1 < r < (p — 1)(q — l) — 1 that is relatively prime to (p — 1)(q — 1).

We know that r has an inverse in Z(p_1)(q_1) since r is relatively prime to
(P — 1)(q — 1)-
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The public key consists of

0 The integer s where 1 < s < (p — l)(q — 1) and sis the inverse ofr in Z(p_1)(q_l).
0 The product n = pq.

The public key does not include p, q, r, or (p — l)(q —- 1). Knowing any of these
numbers and the numbers in the public key would make it relatively easy to decrypt any
encrypted message.

We can now give the encryption and decryption algorithms. The sender wishes
to send a message to the receiver. We will assume the message is simply a number
between 2 and n — 1. To send a text message, the sender would use a standard way of
representing the text as a number, such as the ASCII code. A long text would be broken
up into smaller texts so that each would be coded as a number in the allowable range
2 to n -— l and each would be sent separately. Let 2 5 m 5 n -— 1 be the message to be
sent.

Using the public key, the sender encrypts the message as a number 0 S y S n — 1 to be
sent to the receiver where

y E m‘T (mod n).

That is, the sender computes y to be the remainder when m’ is divided by n and sends y
to the receiver.

Using the private key, the receiver decrypts y, the message received fi'om the sender, by
computing

)7 (mod n).
the remainder when y’ is divided by n. Since rs E 1 (mod(p — l)(q — 1)), Theorem 25.1
says,

yr = (ms), = m" E m (mod n).

Thus the receiver reconstructs the original message m.
Of course, in practice the prime numbers p and q are very large. As of the writ-

ing of this book it is thought that prime numbers requiring 4096 bits or approximately
1200 digits are sufficient to make the RSA scheme secure. To illustrate how the process
works, we will use small primes.

Let p = 17 and q = 11. The private key consists of

0 p = 17, q = 11,
0 n =pq = 187 and
0 a number r relatively prime to (p — l)(q — l) = 160. For this example we take

r = 23.

The public key consists of

0 n = 187 and
0 s = 7. A little calculation shows that 23 -7 = 161 = 160 + 1 E 1 (mod 160),

which implies that s = 7. Since the public key consists of only n and s,
(p — l)(q — l) is unknown to all but the receiver. Without knowing (p — l)(q — 1),
the value of r cannot be determined from the value of 5.

Suppose the sender wishes to send the message m = 2 to the the receiver. The
message is encrypted by computing

y = 27 E 128 (mod 187).
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The receiver recovers the original message by computing

12823 a 2 (mod 187). A

In Example 25.2 some of the computations would be long and tedious without the use
of a computer. For large primes p and q, it is essential to have an efficient algorithm
to compute m‘ (mod n) and y’ (mod n). This can be accomplished by using base 2. We
illustrate with the following example.

In Example 25.2 we needed to compute 12823 (mod 187). We can compute this value
by expressing 23 in base 2, 23 = 16 + 4 + 2 + 1, and then computing the following:

1281 = 128
1282 = 1638 a 115 (mod 187)
1284 = (1282)2 E 1152 E 135 (mod 187)
1288 = (128“)2 E 1352 E 86 (mod 187)

12816 = (128“)2 E 862 E 103 (mod 187),

12823 E 12816H+2+1

E (128161284)(12821281)
E (103 - 135)(115 - 128)
E 67- 134
E 2 (mod 187). A

As illush'ated in the above example, this method gives a more efficient computation
of a" (mod n).

The Euclidean algorithm is a simple and efficient way to compute the inverse of a
unit in Z(P_l)(q_1). It involves the repeated use of the division algorithm. However, we
will not discuss the Euclidean algorithm here.

The reader may have noticed a potential flaw in the RSA encryption scheme. It is
possible that m is a multiple ofeitherp or q. In that case, m‘P‘lx‘l“) E 1 (mod n), which
means that m" may not be equivalent to m modulo n. In this case RSA encryption fails.
However, when using large prime numbers the probability that the message is a multiple
ofp or q is extremely low. If one is concerned about this issue, the algorithm could be
modified slightly to be sure that the message is smaller than both p and q.

How are the large prime numbers p and q in RSA encryption found? Basically,
the process is to guess a value and check that it is prime. Unfortunately, there is no
known fast method to test for primality, but it is possible to do a fast probabilistic test.
One simple probabilistic test uses Fermat’s Theorem (Theorem 24.1). The idea is to
generate a random positive integer less than p and check if ap‘1 E 1 (mod p). If p is
prime, then tip—1 E 1 (mod p), so if (11”—1 E 1 (mod p), then p is not a prime number
and the number p is rejected. On the other hand, if a?“ E 1 (mod p), then p passes the
test and p could be a prime. If p passes the test, we repeat the process for a different
random value of a. The probability that a composite number p is picked given that p
passes the test several times is low enough to safely assume that p is prime.
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I EXERCISES 25

In Exercises 1 through 8, the notation is consistent with the notation used in the text for RSA encryption. It may
be helpful to use a calculator or computer.

1. Letp = 3 and q = 5. Find n, and all possible pairs (r, s).
2. Letp = 3 and q = 7. Find n and all possible pairs (r, s).
3. Letp = 3 and q = 11. Find n and all possible pairs (r,s).
4. Letp = 5 and q = 7. Find n and all possible pairs (r, s).
5. Letp =13, q =17, and r = 5. Find the value ofs.
6. For RSA encryption it is assumed that the message m is at least 2. Why should m not be 1?
7. The public key is n = 143 and s = 37.

a. Compute the value ofy if the message is m = 25.
I). Find r. (Computer Algebra Systems have built-in functions to compute in Zm.)
c. Use your answers to parts a) and b) to decrypt y.

8. The public key is n = 1457 and s = 239.
a. Compute the value ofy if the message is m = 999.
I). Find r. (Computer Algebra Systems have built-in functions to compute in Zm.)
c. Use your answers to parts a) and b) to decrypt y.

9. Forp = 257, q = 359, and r = 1493 identify the private and public keys.
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THE FIELD OF QUOTIENTS OF AN INTEGRAL DOMAIN
Let L be a field and D a subring of L that contains the unity. The ring D is an integral
domain since it has no zero divisors. Also F, the set of all quotients of the form I“; with
a and b ;E 0 both in D, forms a subfield of L. The field F is called afield ofquotients of
the integral domain D.

LetL= n. no = 2, then
F={%|a,beZ,b7é0]=Q

which is a field.
IfD = {x+y«/2|x,y e Z}, then

x + y~/§
z + wfi

By rationalizing the denominator we see that

F: [r+s~/2|r,s 6 Q}

which is a field by Exercise 12 in Section 22. A

F={§|a,beD,b;é0}=[ x.y.z,w e Z,z+w«/2 aé 0].

In this section, we start with an integral domain D and construct a field F. We then
show that D is isomorphic with a subring D’ of F and that F consists of all quotients g
with a,b e D’, b aé 0. Thus we can think of any integral domain as being a subring ofa
field and every element of the field is the quotient of elements from the integral domain.

The Construction

Let D be an integral domain that we desire to enlarge to a field of quotients F. A coarse
outline of the steps we take is as follows:

1. Define what the elements of F are to be.
2. Define the binary operations of addition and multiplication on F.

211
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3. Check all the field axioms to show that F is a field under these operations.
4. Show that F can be viewed as containing D as an integral subdomain.

Steps 1, 2, and 4 are very interesting, and Step 3 is largely a mechanical chore. We
proceed with the construction.

Step 1 Let D be a given integral domain, and form the Cartesian product

D x D: {(a,b)|a,b eD}

We are going to think of an ordered pair (a, b) as representing aformal quotient a/b,
that is, ifD = Z, the pair (2, 3) will eventually represent the number g for us. The pair
(2, 0) represents no element of Q and suggests that we cut the set D x D down a bit.
Let S be the subset of D X D given by

S: {(a,b)|a,b e D,b ;E 0}.

Now S is still not going to be our field as is indicated by the fact that, with D = Z,
difi’erent pairs of integers such as (2, 3) and (4, 6) can represent the same rational
number. We next define when two elements of S will eventually represent the same
element of F, or, as we shall say, when two elements of S are equivalent.

'I\vo elements (a, b) and (c, d) in S are equivalent, denoted by (a, b) ~ (c, d), if and only
if ad = be. I

Observe that this definition is reasonable, since the criterion for (a, b) ~ (c, d) is an
equation ad = bc involving elements in D and concealing the known multiplication in
D. Note also that for D = Z, the criterion gives us our usual definition of equality of g
with g, for example, g = % since (2)(6) = (3)(4). The rational number that we usually
denote by g can be thought of as the collection of all quotients of integers that reduce
to, or are equivalent to, §.

The relation ~ between elements of the set S as just described is an equivalence relation.

We must check the three properties of an equivalence relation.

Reflexive (a, b) ~ (0, b) since ab = ba, for multiplication in D is commutative.
Symmetric If (a, b) ~ (6, d), then ad = be. Since multiplication in D is commuta-
tive, we deduce that cb = da, and consequently (c, d) ~ (a, b).
'li‘ansitive If (a, b) ~ (c,d) and (c,d) ~ (r, s), then ad = be and cs = dr. Using
these relations and the fact that multiplication in D is commutative, we have

asd = sad = sbc = bcs = bdr = brd.

Now d aé 0, and D is an integral domain, so cancellation is valid; this is a cru-
cial step in the argument. Hence from asd = brd we obtain as = br, so that
(a, b) ~ (r, s). Q

We now know, in view of Theorem 0.22, that ~ gives a partition of S into equiva-
lence classes. To avoid long bars over extended expressions, we shall let [(a, b)], rather
than (a, b), be the equivalence class of (a, b) in S under the relation ~. We now finish
Step 1 by defining F to be the set of all equivalence classes [(a, b)] for (a, b) e S.

Step 2 The next lemma serves to define addition and multiplication in F.
Observe that ifD = Z and [(a, b)] is viewed as (a/b) 6 Q, these definitions applied to
Q give the usual operations.
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For [(a, b)] and [(c, d)] in F, the equations

[(a. b)] + [(0, (1)] = [(ad + be, M]
and

[(a, b)] [(0, 11)] = [(110, [’11)]
give well-defined operations of addition and multiplication on F.

Observe first that if [(a, b)] and [(c, (1)] are in F, then (a, b) and (c,d) are in S, so b yé 0
and :1 7E 0. Because D is an integral domain, bd 7E 0, so both (ad + be, bd) and (ac, bd)
are in S. (Note the crucial use here of the fact that D has no divisors of 0.) This shows
that the right-hand sides of the defining equations are at least in F.

It remains for us to show that these operations of addition and multiplication are
well defined. That is, they were defined by means of representatives in S of elements of
F, so we must show that if different representatives in S are chosen, the same element
of F will result. To this end, suppose that (a1,b1) 6 [(a,b)] and (chdl) e [(c,d)]. We
must show that

(aldl + b161,b1d1) E [(ad+ bc,bd)]

and
(alchbldl) 6 [(116.1701-

Now (a1,b1) 6 [(a,b)] means that (a1,b1) ~ (a, b); that is,

alb = bla.

Similarly, (chdl) e [(c,d)] implies that

01d = dlc.

To get a “common denominator” (common second member) for the four pairs (a, b),
(a1, b1), (c, d), and (c1, til), we multiply the first equation by dld and the second equation
by blb. Adding the resulting equations, we obtain the following equation in D:

albdld + Cldblb = blad1d+ d1Cb1b.

Using various axioms for an integral domain, we see that

(until + 17101)”‘1 = b1d1(ad+ b6).

(aldl + b1c1,b1d1) ~ (ad + bc,bd),

giving (aldl + blcl, bldl) 6 [(ad + bc, bd)]. This takes care of addition in F. For mul-
tiplication in F, on multiplying the equations alb = bla and cld = d1 c, we obtain

albcld = bladlc,

so, using axioms of D, we get

alcibd = bidlac,

which implies that

(alchbldl) ~ (ac, bd).

Thus (alcl, b1d1) 6 [(ac, bd)], Which completes the proof. .

It is important to understand the meaning of the last lemma and the necessity for
proving it. This completes our Step 2.
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Step 3 Step 3 is routine, but it is good for us to work through a few of these
details. The reason for this is that we cannot work through them unless we understand
what we have done. Thus working through them will contribute to our understanding
of this construction. We list the things that must be proved and prove a couple of them.
The rest are left to the exercises.

1. Addition in F is commutative.

Now [(a, b)] + [(c, 11)] is by definition [(ad + be, bd)]. Also [(c, d)] + [(a, b)] is by defi-
nition [(cb + da, db)]. We need to show that (ad + be, bd) ~ (cb + da, db). This is true,
sincead+bc=cb+daandbd=db, by the axioms ofD. O

2. Addition is associative.
3. [(0, 1)] is an identity element for addition in F.
4. [(—a, b)] is an additive inverse for [(a, b)] in F.
S Multiplication in F is associative.
6. Multiplication in F is commutative.
7. The distributive laws hold in F.
8. [(1, 1)] is a multiplicative identity element in F.

9. If [(a, b)] e F is not the additive identity element, then a 9E 0 in D and [(b, a)]
is a multiplicative inverse for [(a, b)].

Let [(a,b)] e F. Ifa = 0, then

a1 = b0 = 0,

SO
(0.1?) ~ (0. 1).

that is, [(a, b)] = [(0, 1)]. But [(0, 1)] is the additive identity by Part 3. Thus if [(a, b)] is
not the additive identity in F, we have a 9E 0, so it makes sense to talk about [(b, a)] in
F. Now [(a,b)][(b,a)] = [(ab, ba)]. But in D we have ab = ba, so (ab)l = (ba)l, and

(ab,ba) ~ (1,1).

Thus
[(a. b)][(b.a)] = [(1.1)].

and [(1, 1)] is the multiplicative identity by Part 8. O

This completes Step 3.

Step 4 It remains for us to show that F can be regarded as containing D. To do
this, we show that there is an isomorphism i of D with a subdomain of F. Then if we
rename the image of D under 1‘ using the names of the elements of D, we will be done.
The next lemma gives us this isomorphism. We use the letter i for this isomorphism to
suggest injection; we will inject D into F.

The map 1‘ : D —> F given by i(a) = [(a, 1)] is an isomorphism of D with a snbring U
of F.

For a and b in D, we have

M + b) = [(a + 11.1)]-
Also,

i(a) + i(b) = [(a, 1)] + [(b, 1)] = [(111 + 1b, 1)] = [(a + b, 1)]
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so i(a + b) = i(a) + i(b). Furthermore,

i(ab) = [(0,1)].
while

i((1)1117) = [(a, l)][(b.1)] = [(ab, D].
so i(ab) = i(a)i(b).

It remains for us to show only that i is one-to—one. If i(a) = i(b), then

[(a,1)] = [(11.1)],
so (a, 1) ~ (b, 1) giving (11 = 1b; that is,

a = b.

Thus i is an isomorphism of D with i[D] = D’, and, of course, D’ is then a subdomain
of F. 9

Since [(a,b)] = [(a, l)][(1,b)] = [(a, 1)]/[(b, 1)] = i(a)/i(b) clearly holds in F, we
have now proved the following theorem.

Any integral domain D can be enlarged to (or embedded in) a field F such that every
element of F can be expressed as a quotient of two elements of D. (Such a field F is a
field of quotients of D.)

Uniqueness

The field F can be regarded as a minimal field containing D. This is intuitively evident,
since every field containing D must contain all elements a/b for every a,b e D with
b 7’: 0. The next theorem will show that every field containing D contains a subfield that
is a field of quotients of D, and that any two fields of quotients of D are isomorphic.

Let F be a field of quotients of D and let L be any field containing D. Then there exists a
map I]! : F —> L that gives an isomorphism of F with a subfield ofL such that 114a) = a
for a e D.

The subring and mapping diagram in Fig. 26.8 may help you to visualize the situation
for this theorem.

An element of F is of the form a /p b where /p denotes the quotient of a e D by
b e D regarded as elements of F. We of course want to map a /F b onto a /L b where /L
denotes the quotient of elements in L. The main job will be to show that such a map is
well defined.

We must define Ill : F —> L, and we start by defining

1b(a) = a for a e D.
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Every x e F is a quotient a /p b of some two elements a and b, b ;é 0, of D. Let us
attempt to define 1b by

Wu /F b) = 1/I(a) /L Mb).
We must first show that this map 1b is sensible and well-defined. Since 1/; is the identity
on D, for b yé 0 we have t/I'(b) yé 0, so our definition of 1/;(a /1.- b) as 1/;(a) /L 1/t(b) makes
sense. Ifa /p b = c /p dinF, thenad = be in D, so t/r(ad) = 1/!(bc). But since i]; is the
identity on D,

Wad) = ¢I(a)'#(d) and W170) = 1/I(b)1/I(C)-
Thus

11’(a)/L 1/I(b) = We) /L Md)
in L, so 1/! is well-defined.

The equations

WW) = 1/I(x)1/I()’)
and

MI + y) = 1/!(X) + 1/!(y)
follow easily from the definition of 1/! on F and from the fact that 1/; is the identity on D.

If Vt(a /r b) = We /r d). we have
W) /L 1/!(b) = we) /L W)

SO
1/!(a)1/I(d) = 1/!(b)1/I(C)-

Since V; is the identity on D, we then deduce that ad = be, so a /p b = c /p d. Thus 1/!
is one-to-one.

By definition, 1/;(a) = a for a e D. 0

Every field L containing an integral domain D contains a field of quotients of D.

In the proof of Theorem 26.7 every element of the subfield l/l[F] 0f L is a quotient in L
of elements of D. 0

Any two fields of quotients of an integral domain D are isomorphic.

Suppose in Theorem 26.7 that L is a field of quotients of D, so that every element x of
L can be expressed in the form a /L b for a, b e D. Then L is the field 1/;[F] of the proof
of Theorem 26.7 and is thus isomorphic to F. O

I EXERCISES 26

Computations

1. Describe the field F of quotients of the integral subdomain

D={n+mi|n,meZ}

of C. “Describe” means give the elements of C that make up the field of quotients ofD in C. (The elements of
D are the Gaussian integers.)

2. Describe (in the sense ofExercise 1) the field F ofquotients of the integral subdomain D = {n + m~/§ | n, m e Z}
of R.
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Concepts
3.

5.

Correct the definition of the italicized term without reference to the text, if correction is needed, so that it is in
a form acceptable for publication.
Afield ofquotients of an integral domain D is a field F in which D can be embedded so that every nonzero
element of D is a unit in F.

Determine whether each of the following is true or false.

a. Q is a field of quotients of Z.
b. R is a field of quotients of Z.
c. R is a field of quotients of 1R.
(1. C is a field of quotients of R.
e. H0 is a field, then any field of quotients of D is isomorphic to D.
f. The fact that D has no diw'sors of 0 was used strongly several fimes in the construcfion of a field F of

quotients of the integral domain D.
g. Every element of an integral domain D is a unit in a field F of quotients ofD.
h. Every nonzero element of an integral domain D is a unit in a field F of quotients of D.
i. A field of quotients F’ of a subdomain D' of an integral domain D can be regarded as a subfield of some
field of quotients of D.

j. Every field of quotients of Z is isomorphic to Q.

Show by an example that a field F’ of quotients of a proper subdomain D’ of an integral domain D may also
be a field of quotients for D.

Theory

6.
7.
8.
9.

10.
11.
12.

13.

14.
15.

16.

17.

Prove Part 2 of Step 3. You may assume any preceding part of Step 3.
Prove Part 3 of Step 3. You may assume any preceding part of Step 3.
Prove Part 4 of Step 3. You may assume any preceding part of Step 3.
Prove Part 5 of Step 3. You may assume any preceding part of Step 3.
Prove Part 6 of Step 3. You may assume any preceding part of Step 3.
Prove Part 7 of Step 3. You may assume any preceding part of Step 3.
Let R be a nonzero commutative ring, and let T be a nonempty subset of R closed under multiplication and
containing neither 0 nor divisors of 0. Starting with R x T and otherwise exactly following the construction
in this section, we can show that the ring R can be enlarged to a partial ring ofquotients Q(R, T). Think about
this for 15 minutes or so; look back over the construction and see why things still work. In particular, show
the following:

a. Q(R, T) has unity even ifR does not.
b. In Q(R, T), every nonzero element of T is a unit.

Prove from Exercise 12 that every nonzero commutative ring containing an element a that is not a divisor of
0 can be enlarged to a commutative ring with unity. Compare with Exercise 36 of Section 23.
With reference to Exercise 12, how many elements are there in the ring Q(Z4, {1, 3})?
With reference to Exercise 12, describe the ring Q(Z, {2" | n e 2"», by describing a subring of R to which it
is isomorphic.

With reference to Exercise 12, describe the ring Q(3Z, {6’1 | n e 2"» by describing a subring of R to which it
is isomorphic.

With reference to Exercise 12, suppose we drop the condition that T have no divisors of zero and just require
that nonempty T not containing 0 be closed under multiplication. The attempt to enlarge R to a commutative
ring with unity in which every nonzero element of T is a unit must fail if T contains an element a that is a
divisor of 0, for a divisor of 0 cannot also be a unit. Try to discover where a construction parallel to that in the
text but starting with R X T first runs into trouble. In particular, for R = Z5 and T = {1, 2, 4}, illustrate the
first difficulty encountered. [Hint It is in Step 1.]
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RINGS 0F POLYNOMIALS
Polynomials in an Indeterminate

We all have a pretty workable idea of what constitutes apolynomial in x with coefl‘icients
in a ring R. We can gless how to add and multiply such polynomials and know what
is meant by the degree of a polynomial. We expect that the set R[x] of all polynomials
with coefficients in the ring R is itself a ring with the usual operations of polynomial
addition and multiplication, and that R is a subring ofR[x]. However, we will be working
with polynomials from a slightly different viewpoint than the approach in high school
algebra or calculus, and there are a few things that we want to say.

In the first place, we will call x an indeterminate rather than a variable. Suppose,
for example that our ring of coefficients is Z. One of the polynomials in the ring Z[x]
is 1):, which we shall write simply as x. Now x is not 1 or 2 or any of the other elements
of ZLr]. Thus from now on we will never write such things as “x = 1” or “x = 2," as
we have done in other courses. We call x an indeterminate rather than a variable to
emphasize this change. Also, we will never write an expression such as “x2 — 4 = 0,”
simply because x2 — 4 is not the zero polynomial in our ring Z[x]. We are accustomed
to speaking of “solving a polynomial equation," and will be spending a lot of time in
the remainder of our text discussing this, but we will always refer to it as “finding a
zero of a polynomial.” In summary, we try to be careful in our discussion of algebraic
structures not to say in one context that things are equal and in another context that they
are not equal.

If a person knows nothing about polynomials, it is not an easy task to describe
precisely the nature of a polynomial in x with coefficients in a ring R. If we just define
such a polynomial to be afiniteformal sum

n

2am" =ao+alx+---+a..X".
i=0

I HISTORICAL NOTE

he use of x and other letters near the end of
the alphabet to represent an “indeterminate”

is due to René Descartes (1596—1650). Earlier,
Francois Viete (1540—1603) had used vowels for
indeterminates and consonants for known quan-
tities. Descartes is also responsible for the first
publication of the factor theorem (Corollary 28.4)
in his work The Geometry, which appeared as
an appendix to his Discourse on Method (1637).
This work also contained the first publication of
the basic concepts of analytic geometry; Descartes
showed how geometric curves can be described al-
gebraically.

Descartes was born to a wealthy family in
La Haye, France; since he was always of deli-
cate health, he formed the habit of spending his
mornings in bed. It was at these times that he ac-
complished his most productive work. The Dis-
course on Method was Descartes’ attempt to show
the proper procedures for “searching for truth in
the sciences.” The first step in this process was

to reject as absolutely false everything of which
he had the least doubt; but, since it was neces-
sary that he who was thinking was “something,”
he conceived his first principle of philosophy:
“I think, therefore I am.” The most enlightening
parts of the Discourse on Method, however, are
the three appendices: The Optics, The Geometry,
and The Meteorology. It was here that Descartes
provided examples of how he actually applied his
method. Among the important ideas Descartes dis-
covered and published in these works were the sine
law of refraction of light, the basics of the theory of
equations, and a geometric explanation of the rain-
bow.

In 1649, Descartes was invited by Queen
Christina of Sweden to come to Stockholm to tutor
her. Unfortunately, the Queen required him, cont-
rary to his long-established habits, to rise at an
early hour. He soon contracted a lung disease and
died in 1650.
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where a.- e R, we get ourselves into a bit of trouble. For surely 0 + tax and 0 + alx +
0x2 are different as formal sums, but we want to regard them as the same polynomial. A
practical solution to this problem is to define a polynomial as an infiniteformal sum

00

Zaix‘ =ao+a1x+---+anX"+'-',
i=0

where a,- = 0 for all but a finite number of values of i. Now there is no problem of
having more than one finite formal sum represent what we wish to consider a single
polynomial.

Let R be a ring. A polynomialf(x) with coefficients in R is an infinite formal sum
00

Zaixi =ao+a1x+-~+a..X"+---,
i=0

where a,- e R and for all but a finite number ofvalues of i, ai = 0. The a,~ are coefficients
off(x). If for some i Z 0 it is true that a.- yé 0, the largest such value of i is the degree
off(x). If all a,- = 0, then the degree off(x) is undefined.T I

To simplify working with polynomials, let us agree that iff(x) = a0 + alx + - - - +
amt" + has ai = 0 for i > n, then we may denotef(x) by an +a1x+ .. . +a,.x".
Also, if R has unity 1 9E 0, we will write a term lx" in such a sum as 1:". For example,
in Z[x], we will write the polynomial 2 + 1x as 2 +x. Finally, we shall agree that we
may omit altogether from the formal sum any term Oxi, or no if a0 = 0 but not all a,- = 0.
Thus 0, 2, x, and 2 + x2 are polynomials with coefficients in Z. An element of R is a
constant polynomial.

Addition and multiplication ofpolynomials with coefficients in a ring R are defined
in a way familiar to us. If

f(x =ao+a1x+---+a,.x"+---
and

8(x)=bo+b1x+---+bnx"+...,

then for polynomial addition, we have

f(x)+g(x)=co+clx+---+c,.x"+--- wherecn =a,, +b,,,

and for polynomial multiplication, we have

f(x)g(x) = do + dlx + - -- + dnx" + - -- where dn = ZLOaibn—i

Observe that both c.~ and d; are 0 for all but a finite number of values of i, so these
definitions make sense. Note that [Le a;b,._,~ need not equal 22;, b;a,._i if R is not
commutative. With these definitions of addition and multiplication, we have the follow-
ing theorem.

The set R[x] of all polynomials in an indeterminate x with coefficients in a ring R is a
ring under polynomial addition and multiplication. HR is commutative, then so is R[x],
and ifR has unity 1 9E 0, then 1 is also unity for R[x].

That (R[x], +) is an abelian group is apparent. The associative law for multiplication
and the distributive laws are straightforward, but slightly cumbersome, computations.
We illustrate by proving the associative law.

T The degree of the zero polynomial is sometimes defined to be —1, which is the first integer less than 0, or
defined to be —00 so that the degree off(x)g(x) will be the sum of the degrees off(x) and g(x) if one of them
is zero.
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Applying ring axioms to a;, bj, ck e R, we obtain

[(21 )(211)](;w)=[;(z.._..)1](;.1)

é 1:)1'
nil-4.2mm»rn=0 j=0

;...1)L§(;1..)1]
=(g....~)[(;..)(;w)].

Whew! In this computation, the fourth expression, having just two summation
signs, should be viewed as the value of the triple product f(x)g(x)h(x) of these poly-
nomials under this associative multiplication. (In a similar fashion, we viewf(g(h(x)))
as the value of the associative composition (f o g o h)(x) of three functionsf, g, and h.)

The distributive laws are similarly proved. (See Exercise 26.)
The comments prior to the statement of the theorem show that R[x] is a commuta-

tive ring if R is commutative, and a unity 1 9E 0 in R is also unity for R[x], in View of
the definition of multiplication in R[x]. 9

112
165

211
42

0

|| A
“

Thus Z[x] is the ring of polynomials in the indetemiinate x with integral coeffi-
cients, Q[x] the ring of polynomials in x with rational coefficients, and so on.

InZz[x], we have

(x+1)2 =(x+1)(x+l)=x2+(l+l)x+1=x2+1.
Still workingin Z2[x], we obtain

(x+1)+(x+1)=(1+1)x+(1+1)=0x+0=0. A

HR is a ring and x and y are two indeterminates, then we can form the ring (R[x])[y],
that is, the ring of polynomials in y with coefficients that are polynomials in x. Every
polynomial in y with coefficients that are polynomials in x can be rewritten in a natu-
ral way as a polynomial in x with coefficients that are polynomials in y as illustrated
by Exercise 20. This indicates that (R[x])[y] is naturally isomorphic to (R[y])[x], al-
though a careful proof is tedious. We shall identify these rings by means of this natural
isomorphism, and shall consider this ring R[x, y] the ring of polynomials in two inde-
terminates x and y with coefficients in R. The ring R[x1,- -- ,xn] of polynomials in
the n indeterminatos x; with coefficients in R is similarly defined.

We leave as Exercise 24 the proof that ifD is an integral domain, then so is D[x]. In
particular, ifF is a field, then F[x] is an integral domain. Note that F[x] is not a field, for
x is not a unit in F[x]. That is, there is no polynomial f(x) 6 F[x] such that Aflx) = 1.
By Theorem 26.6, one can construct the field of quotients F(x) of F[x]. Any element
in F(x) can be represented as a quotient f(x)/g(x) of two polynomials in F[x] with
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g(x) ¢ 0. We similarly define F(x1, - - - ,xn) to be the field of quotients of F[xh - ' - ,xn].
This field F(x1,- - - ,xn) is the field of rational functions in n indeterminates over F.
These fields play a very important role in algebraic geometry.

The Evaluation Homomorphisms

We are now ready to proceed to show how homomorphism can be used to study what
we have always referred to as “solving a polynomial equation.” Let E and F be fields,
with F a subfield ofE, that is, F 5 E. The next theorem asserts the existence of very im-
portant homomorphisms of F[x] into E. These homomorphism: will be thefundamental
toolsfor much ofthe nest ofour work.

(The Evaluation Homomorphisms for Field Theory) Let F be a subfield of a field
E, let 0! be any element of E, and let x be an indetemn'nate. The map ¢a : F[x] —> E
defined by

¢a(ao+a1x+---+a,,x")=a0+ala+...+anan

for (00 + up: + - - - + amt”) e F[x] is a homomorphism ofF[x] into E. Also, ¢a(x) = a,
and ¢a maps F isomorphically by the identity map; that is, ¢a(a) = a for a e F. The
homomorphism (A, is evaluation at at.

The subfield and mapping diagram in Fig. 27.5 may help us to visualize this situation.
The dashed lines indicate an element of the set. The theorem is really an immediate
consequence of our definitions of addition and multiplication in F[x]. The map ¢a is
well defined, that is, independent of our representation off(x) e F[x] as a finite sum

ao+a1x+---+a,.x",

since such a finite sum representingf(x) can be changed only by insertion or deletion of
terms Oxi, which does not affect the value of ¢a (f(x)).

Iffor) = no + a1x+ ---+anx",g(x) = bo +b1x+ - - - + but". and h(x) =f(X) +
80‘) = to +clx+ ---+crx’. then

¢a(f(x) + 3100) = ¢a(h(X)) = Co + clot + - - - + cra’.
while

were» + ¢a(g(x» = (ao + an: + - - - + am") + (bo + m + - - - + bma").
Since by definition of polynomial addition we have c; = a.- + b;, we see that

¢a(f(x) + g(x)) = the (f(X)) + ¢.: (800)-

E

{] —a>¢alilxll
“ x “a = ¢..(X)

Identity mapF\—>F\
\‘ a \a = 4501)

27.5 Figure
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Turning to multiplication, we see that if

f(x)g(x) = do + dnx + ---+ def.
then

¢u(f(x)g(x)) = do + (110! + - -- + dsot’.
while

[¢a(f(x))][¢a(g(x))] = (no + amt + - -- + a..a")(bo + 1710! + - - - + bma'”).
Since by definition of polynomial multiplication ti,- = 2L.) aibj_,~, we see that

¢a(f(x)g(x)) = [¢a(f(x))][¢a(g(x))]-
Thus (pa is a homomorphism.

The very definition of (1),, applied to a constant polynomial a e F[x], where a e F,
gives ¢a(a) = a, so (A, maps F isomorphically by the identity map. Again by definition
of¢m we have ¢a(x) = ¢a(lx) = lat = a. 9

We point out that this theorem is valid with the identical proof if F and E are
merely commutative rings with unity rather than fields. However, we shall be interested
primarily in the case in which they are fields.

It is hard to overemphasize the importance of this simple theorem for us. It is the
very foundation for all ofour further work in field theory. It is so simple that it could jus-
tifiably be called an observation rather than a theorem. It was perhaps a little misleading
to write out the proofbecause the polynomial notation makes it look so complicated that
you may be fooled into thinking it is a difficult theorem.

Let F be Q and E be R in Theorem 27.4, and consider the evaluation homomorphism
4:0 : Q[x] —> R. Here

¢o(ao+a1x+--- +a..x") =ao+a10+---+an0" =ao.
Thus every polynomial is mapped onto its constant term. A

Let F be Q and E be R in Theorem 27.4 and consider the evaluation homomorphism
¢2 : Q[x] —> R. Here

¢2(ao+a1x+---+an1") =ao+012+---+an2"-
Notethat

¢2(x2+x—6)=22+2—6=0.
Thusxz+x—6isinthekeme1Nof¢2.Ofcourse,

x2+x-6=(x-2)(x+3).
andthereasonthat¢2(x2+x—6)=0isthat¢2(x—2)=2—2=0. A

let F be Q and E be C in Theorem 27.4 and consider the evaluation homomorphism
¢.~ : Q[x] —> C. Here

¢.-(ao+a1x+---+a,.x") =ao+a1i+-~+a,.i"

and ¢;(x) = 1'. Note that

¢i(x2+l)=i2+1=0,
sox2+lisinthekernelNof¢i. A
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Let F be Q and let E be R in Theorem 27.4 and consider the evaluation homomorphism
db, : Q[x] -> R. Here

¢n(ao+a1x+---+ani') =ao+a1n+---+ann"-
Itcanbeprovedthatao +a1n + - - - +anzr" = Oifandonlyifai = Ofori = 0, l,- - - ,n.
Thus the kernel of (1),, is {0}, and ()5, is a one-to-one map. This shows that all formal
polynomials in n with rational coefl‘icients form a ring isomorphic to Q[x] in a natural
way with 43,, (x) = Jr. A

The New Approach

We now complete the connection between our new ideas and the classical concept of
solving a polynomial equation. Rather than speak of solving a polynomial equation, we
shall refer tofinding a zem ofa polynomial.

Let F be a subfield of a field E, and let or be an element of E. Let f(x) = a0 +
up: + - - - + aux" be in F[x], and let (A,‘ : F[x] -> E be the evaluation homomorphism of
Theorem 27.4. Letf(a) denote

¢a(f(x)) = an + alot + - - - + and".

Iff(a) = 0, then a is a zero off(x). I

In terms of this definition, we can rephrase the classical problem of finding all real
numbersrsuchthatr2+r—6=0bylettingF= QandE=Randfindingallot e R
such that

41.103 +x — 6): 0,
that is, finding all zeros ofx2 + x — 6 in R. Both problems have the same answer, since

{a e 1R|¢a(x2+x—6)=0} = {relez+r—6=0} = {2,—3}.

It may seem that we have merely succeeded in making a simple problem seem
quite complicated. In fact, what we have done is to phrase the problem in the language
ofmappings, and we can now use all the mapping machinery that we have developed
and will continue to developfor its solution.

Our Basic Goal

We continue to attempt to put our future work in perspective. Sections 30 and 31 are
concerned with topics in ring theory that are analogous to the material on factor groups
and homomorphisms for group theory. However, our aim in developing these analogous
concepts for rings will be quite different from our aims in group theory. In group the-
ory we used the concepts of factor groups and homomorphisms to study the structure
of a given group and to determine the types of group structures of certain orders that
could exist. We will be talking about homomorphisms and factor rings in Section 30
with an eye to finding zeros of polynomials, which is one of the oldest and most funda-
mental problems in algebra. Let us take a moment to talk about this aim in the light of
mathematical history, using the language of “solving polynomial equations” to which
we are accustomed.

We start with the Pythagorean school of mathematics of about 525 B.C. The
Pythagoreans worked with the assumption that all distances are commensurable; that
is, given distances a and b, there should exist a unit of distance u and integers n and m
such that a = (n)(u) and b = (m)(u). In terms of numbers, then, thinking of u as being



224 PartVI

27.11 Theorem

Proof

Constructing Rings and Fields

one unit of distance, they maintained that all numbers are integers. This idea of com-
mensurability can be rephrased according to our ideas as an assertion that all numbers
are rational, for if a and b are rational numbers, then each is an integral multiple of the
reciprocal of the least common multiple of their denominators. For example, if a = 1—72
andb = g, then a = (33%) and b = (76)($).

The Pythagoreans knew, of course, what is now called the Pythagorean theorem;
that is, for a right triangle with legs of lengths a and b and a hypotenuse of length 0,

a2+b2=c2.
They also had to grant the existence of a hypotenuse of a right triangle having two
legs of equal length, say one unit each. The hypotenuse of such a right triangle would,
as we know, have to have a length of J2. Imagine then their consternation and dis-
may when one of their society—according to some stories it was Pythagoras himself—
came up with the embarrassing fact that is stated in our terminology in the following
theorem.

The polynomial x2 — 2 has no zeros in the rational numbers. Thus J2 is not a rational
number.

Suppose that m/n for m,n e Z is a rational number such that (m/n)2 = 2. We assume
that we have canceled any factors common to m and n, so that the fraction m/n is in
lowest terms with gcd(m, n) = 1. Then

”I2 = a,

where both m2 and 2712 are integers. Since m2 and Zn2 are the same integer, and since
2 is a factor of 2n2, we see that 2 must be one of the factors of m2. But as a square,
m2 has as factors the factors of m repeated twice. Thus m2 must have two factors 2.
Then 2n2 must have two factors 2, so It2 must have 2 as a factor, and consequently n has
2 as a factor. We have deduced from m2 = 2712 that both m and It must be divisible by 2,
contradicting the fact that the fraction m/n is in lowest terms. Thus we have 2 ;E (m/n)2
for any m, n e Z. O

I HISTORICAL NOTE

he solution of polynomial equations has
been a goal of mathematics for nearly 4000

years. The Babylonians developed versions of the
quadratic formula to solve quadratic equations.
For example, to solve x2 —x = 870, the Baby-
lonian scribe instructed his students to take half
of 1 6), square it (i), and add that to 870.
The square root of 8701, namely 291, is then
added to % to give 30 as the answer. What the
scribes did not discuss, however, was what to do
if the square root in this process was not a ra-
tional number. Chinese mathematicians, however,
from about 200 B.C., discovered a method simi-
lar to what is now called Homer’s method to solve
quadratic equations numerically; since they used
a decimal system, they were able in principle to

carry out the computation to as many places as
necessary and could therefore ignore the distinc-
tion between rational and irrational solutions. The
Chinese, in fact, extended their numerical tech-
niques to polynomial equations of higher degree.
In the Arab world, the Persian poet—mathematician
Omar IGIayyam (1048—1131) developed methods
for solving cubic equations geometrically by find-
ing the point(s) of intersection of appropriately
chosen conic sections, while Sharaf al—Din al-Tusi
(died 1213) used, in effect, techniques of calcu-
lus to determine whether or not a cubic equa-
tion had a real positive root. It was the Italian
Girolamo Cardano (1501—1576) who first pub-
lished a procedure for solving cubic equations
algebraically.
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Thus the Pythagorean: ran right into the question of a solution of a polynomial
equation, x2 — 2 = 0. We refer the student to Shanks [36, Chapter 3], for a lively and
totally delightful account of this Pythagorean dilemma and its significance in mathe-
matics.

In our motivation of the definition of a group, we commented on the necessity of
having negative numbers, so that equations such as x+ 2 = 0 might have solutions.
The introduction of negative numbers caused a certain amount of consternation in some
philosophical circles. We can visualize 1 apple, 2 apples, and even :—i apples, but how
can we point to anything and say that it is -17 apples? Finally, consideration of the
equation x2 + l = 0 led to the introduction of the number i. The very name of an
“imaginary number” given to i shows how this number was regarded. Even today, many
students are led by this name to regard i with some degree of suspicion. The negative
numbers were introduced to us at such an early stage in our mathematical development
that we accepted them without question.

We first met polynomials in high school freshman algebra. The first problem there
was to learn how to add, multiply, and factor polynomials. Then, in both freshman
algebra and in the second course in algebra in high school, considerable emphasis was
placed on solving polynomial equations. These topics are exactly those with which we
shall be concerned. The difference is that while in high school, only polynomials with
real nlunber coefficients were considered, we shall be doing our workfor polynomials
with coefficientsfrom anyfield.

Once we have developed the machinery of homomorphisms and factor rings in
Section 30, we will proceed with our basic goal: to show that given any polynomial of
degree 2 1, where the coefficients of the polynomial may be from any field, we can find
a zero of this polynomial in some field containing the given field. After the machinery
is developed in Sections 30 and 31, the achievement of this goal will be very easy, and
is really a very elegant piece of mathematics.

All this fuss may seem ridiculous, but just think back in history. This is the culmi-
nation ofmore than 2000 years ofmathematical endeavor in working with polynomial
equations. After achieving our basic goal, we shall spend the rest of our time studying
the nature of these solutions ofpolynomial equations. We need have no fear in approach-
ing this material. We shall be dealing with familiar topics ofhigh school algebra. This
work should seem much more natural than group theory.

In conclusion, we remark that the machinery of factor rings and ring homomor-
phisms is not really necessary in order for us to achieve our basic goal. For a direct
demonstration, see Artin [27, p. 29]. However, factor rings and ring homomorphisms
are fundamental ideas that we should grasp, and our basic goal will follow very easily
once we have mastered them.

I EXERCISES 27

Computations

In Exercises 1 through 4, find the sum and the product of the given polynomials in the given polynomial ring.

1. f(x) = 4x — 5,g(x) = 2x2 — 4x + 2 in mm.
2. f(x) = x+1,g(x)= x+ l in Z2[x].
3. f(x) = 2x2 + 3x +4,g(x) = 3x2 + 2x+ 3 in 242:].
4. f(x) = 2x3 +4x2 + 3x+ 2,g(x) = 3x4 + 2x +4 in 25m.
5. How many polynomials are there of degree 5 3 in Zz[x]? (Include 0.)
6. How many polynomials are there of degree 5 2 in Z5 [x]? (Include 0.)
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In Exercises 7 and 8, F = E = C in Theorem 27.4. Compute for the indicated evaluafion homomorphism.

7-¢2(x2+3) a¢.~(2x3—x2+3x+2)
In Exercises 9 through 11, F = E = Z7 in Theorem 27.4. Compute for the indicated evaluation homomorphism.

9- tfislor4 + 2:00:3 — 3x2 + 3)] 10- ¢5[(«\3 + 2)(4x2 + 3)(x7 + 3x2 + 1)]
11. 454(3):“ + 5x99 + 2x”) [Hint: Use Fermat’s theorem]
In Exercises 12 through 15, find all zeros in the indicated finite field of the given polynomial with coefficients in
that field. [Hint One way is simply to try all candidates!]

12.x2+1inzz 13.x3+2x+2inZ7
14. x5+3x3+x2+2xin25
15. f(x)g(x) wheref(x) = x3 + 2x2 + 5 and g(x) = 3x2 + 27: in Z7
16. Let ¢a : Zs[x] —> Z5 be an evaluation homomorphism as in Theorem 27.4. Use Fermat’s theorem to evaluate

430231 + 3x117 — 293 +1).
17. Use Fermat’s theorem to find all zeros in zs of 2x219 + 3x74 + 2x57 + 3x“.

Concepts
In Exercises 18 and 19, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

18. A polynomial with caeflicients in a ring R is an infiniteformal sum
00

Zap?=ao+a1x+a2x2+---+a,.:!'+---
i=0

whereaieRfori=0,l,2,~-- .

19. Let F be a field and letf(x) e F[x]. A zem off(x) is an at e F such that ¢a(f(x)) = 0, where 4),, : F(x) —> F is
the evaluation homomorphism mapping .7: into at.

20. Consider the element

f(x,y) =(3x3+2x)y3 +(x2 —6x+ 1)y2+(x4—2x)y+(x4—3x2+2)
of (Q[x])[y]. Writef(x, y) as it would appear if viewed as an element of (Q[y])[x].

21. Consider the evaluation homomorphism ¢5 : Q[x] —> R. Find six elements in the kernel of the
homomorphism 455.

22. Find a polynomial of degree >0 in Z4[x] that is a unit.

23. Determine whether each of the following is true or false.
8. Thepolynomial (a,.x’I + -~~+a1x+ao) e R[x] isOifandonlyifai = 0,fori=0,l,~- ,n.
b. If R is a commutative ring, then R[x] is commutative.
c. IfD is an integral domain, then D[x] is an integral domain.

d. If R is a ring containing divisors of 0, then R[x] has divisors of 0.

e. If R is a ring and flat) and g(x) in R[x] are of degrees 3 and 4, respectively, then f(x)g(x) may be of
degree 8 in R[x].

f. If R is any ring and f(x) and 30:) in R[x] are of degrees 3 and 4, respectively, then f(x)g(x) is always
of degree 7.

g. If F is a subfield of E and a e E is a zero of f(x) 6 F[x], then a is a zero of h(x) =f(x)g(x) for all
80‘) E F[XL

h. IfF is a field, then the units in F[x] are precisely the units in F.

i. IfR is a ring with unity, then x is never a divisor of 0 in R[x].
j. HR is a ring, then the zero divisors in R[x] are precisely the zero divisors in R.
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Theory

24.
2.5.

27.

29.

30

31.

32.

Prove that ifD is an integral domain, then D[x] is an integral domain.
Let D be an integral domain and x an indeterminate.

a. Describe the units in D[x].
I). Find the units in Z[x].
c. Find the units in Z7[x].

Prove the left distributive law for R[x], where R is a ring and x is an indeterminate.
Let F be a field of characteristic zero and let D be the formal polynomial difl‘erentiafion map, so that

D(ao+a1x+a2x2+---+an£')=a1+2-02X+-~-+n-a»1’"1.
a. Show that D : F[x] —> F[x] is a group homomorphism of (F[x], +) into itself. Is D a ring homomorphism?
I). Find the kernel of D.
c. Find the image of F[1:] under D.

Let F be a subfield of a field E.

a. Define an evaluation homomorphism

420.1,...” :F[x1,--- ,xn]—>E for aieE,

stating the analog of Theorem 27.4.
I). With E = F = Q, compute ¢_3,2(x12x23 + 3x14x2).
c. Define the concept of a zero of a polynomial f(x1,- - - ,xn) e F[X], - - - ,xn] in a way analogous to the

definition in the text of a zero off(x).

Let R be a ring, and let R" be the set of all functions mapping R into R. For 4), t/I 6 RR, define the sum 4) + III
by

(¢ + 100) = ¢(r) + $0)
and the product 4: - 1]; by

(4’ - 100) = ¢(r)¢(r)
for r e R. Note that - is not function composition. Show that (RR, +, -) is a ring.

Referring to Exercise 29, let F be a field. An element 4: of F17 is a polynomial function on F, if there exists
f(x) 6 F[x] such that ¢(a) = f(a) for all a e F.

a. Show that the set P]: of all polynomial functions on F forms a subring of FF.
I). Show that the ring Pp is not necessarily isomorphic to F[x]. [Hint: Show that if F is a finite field, P]: and

F[1:] don’t even have the same number of elements]

Refer to Exercises 29 and 30 for the following questions.

a. How many elements are there in 2474? in Z3z3?
h. Classify (Z221, +) and (Z3Z3 , +) by Theorem 9.12, the Fundamental Theorem of finitely generated abelian

groups.
c. Show thatifF is a finite field, then FF = Pp. [Him: Ofcourse, Pp g FF. Let F have as elements a1, - - - , a...

Note that if

fi(x) = C(x— a1)---(x— ai—1)(x- a:+1)~-(x— an).
thenfi(aj) = 0 forj ye i, and the valuefi(a.-) can be controlled by the choice of c e F. Use this to show that
every function on F is a polynomial function]

Let 4) :R1 —> R2 be a ring homomorphism. Show that there is a unique ring homomorphism v/r :R1[x] —>
R2[x] such that 10(a) = ¢(a) for any a 6 R1 and 1/t(x) = x.
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28.1Lemma

2.8.2 Theorem

Constructing Rings and Fields

FACTORIZATION OF POLYNOMIALS OVER A FIELD

Recall that we are concerned with finding zeros of polynomials. Let E and F be
fields, with F S E. Suppose thatf(x) 6 F[x] factors in F[x], so thatf(x) = g(x)h(x) for
g(x), h(x) e F[x] and let a e E. Now for the evaluation homomorphism 45a, We have

f(a) = ¢a(f(1‘)) = ¢a(g(x)h(x)) = ¢a(g(x))¢a(h(x)) = 8(a)h(ot)-

Thus if at e E, thenf(a) = 0 if and only if either g(a) = 0 or h(a) = 0. The attempt to
find a zero off(x) is reduced to the problem of finding a zero of a factor off(x). This is
one reason why it is useful to study factorization of polynomials.

The Division Algorithm in F[x]

The following theorem is the basic tool for our work in this section. Note the similarity
with the division algorithm for Z given in Theorem 6.2, the importance of which has
been amply demonstrated.

We prove the following lemma, which is used in our proofof the division algorithm.

Let F be a field andf(x), g(x), s(x) e F[x] with g(x) 5e 0. If

deg(flX) — g(x)S(x)) Z deg(g(x)).
then there is a polynomial 31(x) e F[x] such that either

deg(flx) - 8005106)) < deg(flx) - 800506))
01'

f(x) - 800510) = 0.

Let n = deg(f(x) — g(x)s(x)). We can write (f(x) — g(x)s(x)) = an)” + r(x) where a,l ;é
0 and either r(x) = 0 or deg(r(x)) < n. Similarly, sinoe g(x) ¢ 0, we can write g(x) =
bkx" + g1(x) where bk 9e 0 and either g1 (x) = 0 or deg(g1(x)) < k.

We let sl(x) = s(x) + gaff—k. Then

f(x) — g(x)s1(x) =f(x) _ g(x)s(x) _ g(x):—:x’""

= “M" + ’0‘) — WE?” — g1 (ea—"wk
bk bk

= '(X) - g:(x):—"i"".
1‘

Each polynomial r(x) and g1(x)§u""‘ is either 0 or has degree less than n. Thus

’0‘) — KI<X>Z-ZX"‘* = 0 or deg(r(x') — g1(x)2',—:x’“") < n = deg(f(x) — some». which
completes the proof.

.

(Division Alzofithm for FM) Let
f(x) = aux" +a,,_1x"‘l + . .. +ao

and

g(x) = hm)!" +b Ayn-1 + +bo
be two elements of F[x], with an and b,,l both nonzero elements of F and m > 0. Then
there are unique polynomials q(x) and r(x) in F[x] such that f(x) = g(x)q(x) + r(x),
where either r(x) = 0 or the degree of r(x) is less than the degree In ofg(x).



Proof

28.3 Example

28.4 Corollary

Section 28 Factorization of Polynomials over a Field 229

Consider the set S = {f(x) — g(x)s(x) | r(x) e F[x]}. If 0 e S then there exists an s(x)
such that f(x) - g(x)s(x) = 0, so f(x) = g(x)s(x). Taking q(x) = s(x) and r(x) = 0, we
are done. Otherwise, let r(x) be an element of minimal degree in S. Then

f(x) = g(X)q(X) + r(x)
for some q(x) e F[1:]. By Lemma 28.1, the degree of r(x) is less than the degree of g(x)
since if the degree of r(x) were at least as large as the degree of g(x), then r(x) would
not have minimal degree in S.

For uniqueness, if

f(x = 3004106) + r1(x)
and

N) = g(x)q2(x) + r2(x),
then subtracting we have

g(x)[q1(x) - 11200] = rz(x) - r: (X)-
Because either r2(x) — r1 (x) = 0 or the degree of rz(x) - r1(x) is less than the degree of
g(x), this can hold only if q1(x) — q2(x) = 0 so ql (x) = qz(x). Then we must also have
rz(x) — r1(x) = 0 so r1(x) = r2(x). Q

We can compute the polynomials q(x) and r(x) of Theorem 28.2 by long division
just as we divided polynomials in 1R[x] in high school.

Let us work with polynomials in Z5[x] and divide

f(x)=x4—3A3+2x2+4x—1
by g(x) = x2 — 2x + 3 to find q(x) and r(x) of Theorem 28.2. The long division should
be easy to follow, but remember that we are in Z5 [1:], so, for example, 41: — (—3x) = 2x.

xz—x—3

W
x4—2x3+3x1

—x3 — x2+4x
—x3 +2x1—3x

—3x2+2x—1
—3x1+ x—4

x+3

Thus

q(x)=x2—x—3, and r(x)=x+3. A
We give three important corollaries of Theorem 28.2. The first one appears in high

school algebra for the special case F[x] = 1R[x]. We phrase our proof in terms of the
mapping (homomorphism) approach described in Section 27.

(Factor Theorem) An element a e F is a zero off(x) e F[x] if and only ifx — a is a
factor off(x) in F[x].

Suppose that for a e F we have f(a) =0. By Theorem 28.2, there exist q(x),
r(x) e F[x] such that

f(x) = (x - a)q(X) + r(x),
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where either r(x) = 0 or the degree of r(x) is less than 1. Thus we must have r(x) = c
fore e F, so

f(x = (x - mm + 6-
Applying our evaluation homomorphism, ¢a : F[x] -> F of Theorem 27.4, we find

0 =f(a) = 041(0) + 0,
so it must be that c = 0. Thenf(x) = (x - a)q(x), so x - a is a factor off(x).

Conversely, if x — a is a factor of f(x) in F[x], where a e F, then applying our
evaluation homomorphism (A, tof(x) = (x — a)q(x), we havef(a) = 0q(a) = 0, O

28.5 Example Working again in Z5[x], note that l is a zero of

(x4 + 39 + 2x+ 4) 6 25m.
Thus by Corollary 28.4, we should be able to factor .1:4 + 3x3 + 2x + 4 into (1: - l)q(x)
in 25 [x]. Let us find the factorization by long division.

x3+4x2+4x+1
x—l x4+3x3+ 2x+4

x4—x3
4x3
4x3—4x2

4x2+2x
4x2—4x

—x+4
x—l

0

Thusx4+3x3 +2x+4= (x— l)(x3+4x2 +4x+ 1) inZs[x]. Since 1 is seentobea
zero of x3 +4):2 + 4x + 1 also, we can divide this polynomial byx — 1 and get

x2+4

x—l x3+4x2+4x+1
x3— x2

0 +4x+1
4x—4

0

Sincex2+4stillhas1asazero,wecandivideagainbyx— 1 andget

x+1

x—l x2 +4
xz—x

x+4
x—l

0

Thusx4+3x3+2x+4=(x—1)3(x+1)inzs[x]. A
The next corollary should also look familiar.
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A nonzero polynomialf(x) 6 F[x] of degree n can have at most n zeros in a field F.

The preceding corollary shows that if a1 6 F is a zero off(x), then

f(x) = (x — a1)qt(X),
where, of course, the degree of q1(x) is n - 1. A zero a; e F of q1(x) then results in a
factorization

f(x) = (x - a1)(x - az)qz(x)-
Continuing this process, we arrive at

f(x) = (x - a1)- - -(x — ar)qr(x),
where q,(x) has no further zeros in F. Since the degree off(x) is n, at most It factors
(x — a.) can appear on the right-hand side of the preceding equation, so r 5 n. Also, if
byéagfori= l,--- ,randbeF,then

f0?) = (b - 01) - - -(b - ar)qr(b) 75 0,
since F has no divisors of 0 and none of b — (1, or q,(b) are 0 by construction. Hence the
a,~fori=1,---,rSnareallthezerosinFoffOc). 9

Our final corollary is concerned with the structure of the multiplicative group F” of
nonzero elements of a field F, rather than with factorization in F[1:]. It may at first seem
surprising that such a result follows from the division algorithm in F[x], but recall that
the result that a subgroup of a cyclic group is cyclic follows from the division algorithm
in Z.

If G is a finite subgroup of the multiplicative group (F‘, -) of a field F, then G is cyclic.
In particular, the multiplicative group of all nonzero elements of a finite field is cyclic.

By Theorem 9.12 as a finite abelian group, G is isomorphic to a direct product Zd, x
2,1, x - - - x Z4, where each d.- is a power of a prime. Let us think ofeach of the Z4. as a
cyclic group of order (1,- in multiplicative notation. Let m be the least common multiple
ofall the d, for i = 1,2,--- ,r; note thatm 5 dldz -- -d,. Ifa,- e 2d,. then aid‘ = 1, so
(1,.” = 1 since d,- divides m. Thus for all a e G, we have a“ = 1, so every element of
G is zero ofx’" — 1. But G has dldz - - -d, elements, while 1’” — 1 can have at most m
zeros in the field F by Corollary 28.6, so m z d1d2---d,. Hence m = d1d2---d,, so
the primes involved in the prime powers d1,d2, - -- ,d, are distinct, and the group G is
isomorphic to the cyclic group Zn. 9

Exercises 5 through 8 ask us to find all generators of the cyclic groups of units for
some finite fields. The fact that the multiplicative group of units of a finite field is cyclic
has been applied in algebraic coding and combinatorial designs.

Irreducible Polynomials

Our next definition singles out a type of polynomial in F[x] that will be of utmost
importance to us. The concept is probably already familiar. We really are doing high
school algebra in a more general setting.

A nonconstant polynomial f(x) 6 F[x] is irreducible over F or is an irreducible
polynomial in F[x] iff(x) cannot be expressed as a product g(x)h(x) of two polyno-
mials g(x) and h(x) in F[x] both of lower degree than the degree off(x). Iff(x) e F[x]
is a nonconstant polynomial that is not irreducible over F, then f(x) is reducible
over F. l
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Note that the preceding definition concerns the concept irreducible over F and not
just the concept irreducible. A polymomialf(x) may be irreducible over F, but may not
be irreducible if viewed over a larger field E containing F. We illustrate this.

Theorem 27.11 shows that x2 —- 2 viewed in Q[x] has no zeros in Q. This shows that
x2 — 2 is irreducible over Q, for a factorization x2 — 2 = (ax + b)(cx + d) for a, b, c,
d 6 Q would give rise to zeros of x2 — 2 in Q. However, x2 - 2 viewed in R[x] is not
irreducible over 1R, because x2 — 2 factors in 1R[x] into (x — JEXX + fl). A

It is worthwhile to remember that the units in F[x] are precisely the nonzero ele-
ments ofF. Thus we could have defined an irreducible polynomialf(x) as a nonconstant
polynomial such that in any factorizationf(x) = g(x)h(x) in F[x], either g(x) or h(x) is a
unit.

Let us show thatf(x) = .13 + 3x + 2 viewed in Zs[x] is irreducible over 25. Ifx3 + 3x +
2 factored in Z5 [x] into polynomials of lower degree then there would exist at least one
linear factor off(x) of the form x — a for some a 6 ZS. But then f(a) would be 0, by
Corollary 28.4. However,f(0) = 2, f(1) = 1,f(— 1) = —2,f(2) = l, andf(—2) = —2,
showing that f(x) has no zeros in Z5. Thus f(x) is irreducible over Zs. This test for
irreducibility by finding zeros works nicely for quadratic and cubic polynomials over a
finite field with a small number of elements. A

Irreducible polynomials will play a very important role in our work from now on.
The problem of determining whether a given f(x) 6 F[x] is irreducible over F may be
difficult. We now give some criteria for irreducibility that are useful in certain cases.
One technique for determining irreducibility of quadratic and cubic polynomials was
illustrated in Examples 28.9 and 28.10. We formalize it in a theorem.

Let f(x) 6 F[x], and let f(x) be of degree 2 or 3. Then f(x) is reducible over F if and
only if it has a zero in F.

Iff(x) is reducible so that f(x) = g(x)h(x), where the degree of g(x) and the degree of
h(x) are both less than the degree off(x), then since f(x) is either quadratic or cubic,
either g(x) or h(x) is of degree 1. If, say, g(x) is of degree 1, then except for a possible
factor in F, g(x) is of the form x — a. Then g(a) = 0, which implies that f(a) = 0, so
f(x) has a zero in F.

Conversely, Corollary 28.4 shows that iff(a) = 0 for a e F, then x — a is a factor
off(x), sof(x) is reducible. 9

We turn to some conditions for irreducibility over Q of polynomials in Q[x]. The
most important condition that we shall give is contained in the next theorem. The proof
is to be worked out in Exercises 38—40.

Iff(x) 6 Z[x], then f(x) factors into a product of two polynomials of lower degrees r
and s in Q[x] if and only if it has such a factorization with polynomials of the same
degrees r and s in Z[x]. Q

Iff(x)=x"+a,._1x"‘l +m+ao is in Z[x] withao #0, andiff(x)has azeroin Q,
then it has a zero m in Z, and m must divide a0.

Iff(x) has a zero a in Q, then f(x) has a linear factor x — a in Q[x] by Corollary 28.4.
But then by Theorem 28.12, f(x) has a factorization with a linear factor in Z[x], so for
some m e Z we must have

f(x) = (x — m)(tc"‘1 + - - - — (Io/In)-
Thus ao/m is in Z, so In divides a0. 0
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Corollary 28.13 gives us another proof of the irreducibility of x2 — 2 over Q, for);2 — 2
factors nontrivially in Q[x] if and only if it has a zero in Q by Theorem 28.11. By
Corollary 28.13, it has a zero in Q if and only if it has a zero in Z, and moreover the
only possibilities are the divisors :l:1 and :|:2 of 2. A quick check shows that none of
these numbers is a zero of x2 — 2. A

Let us use Theorem 28.12 to show that

f(x)=x‘—2x2+8x+1
viewed in Q[x] is irreducible over Q. Iff(x) has a linear factor in Q[x], then it has a
zero in Z, and by Corollary 28.13, this zero would have to be a divisor in Z of 1, that is,
either :|:l. Butf(1) = 8, andf(- l) = —8, so such a factorization is impossible.

Iff(x) factors into two quadratic factors in Q[x], then by Theorem 28.12, it has a
factorization.

(x2+ax+b)(xz+cx+d)
in Z[x]. Equating coefficients of powers ofx, we find that we must have

M: 1, ad+bc=8, ac+b+d= —2, and a+c=0

for integers a,b,c,d e Z. From bd :1, we see that either b = d = l or b = d = —1.
In any case, b :11 and from ad+bc = 8, we deduce that d(a+c) = 8. But this is
impossible since a + c = 0. Thus a factorization into two quadratic polynomials is also
impossible andf(x) is irreducible over Q. A

We conclude our irreducibility criteria with the famous Eisenstein criterion for
irreducibility. An additional very useful criterion is given in Exercise 37.

(Eisenstein Criterion) Let p e Z be a prime. Suppose thatf(x) = aux" + - - - + a0 is
in Z[x], and a,' i 0 (mod p), but a.- E 0 (mod p) for all i < n, with no ¢ 0 (mod p2).
Thenf(x) is irreducible over Q.

By Theorem 28.12 we need only show that f(x) does not factor into polynomials of
lower degree in Z[x]. If

f(x)=(brx’+---+bo)(c,x‘+...+cO)
is a factorization in Z[x], with b, ;E 0, c. 9k 0 and r, s < n, then no ¢ 0 (mod p2) implies
that be and co are not both congruent to 0 modulo p. Suppose that b0 i 0 (mod p) and
co E 0 (mod p). Now a,. f. 0 (mod p) implies that b,,c, i 0 (mod p), since a,l = ,cs.
Let m be the smallest value of k such that ck i 0 (mod p). Then

b c if > ,
am=b0cm+blcm—1+"'+ m0 .r-mb,c,,,_, if r < m.

The fact that neither b0 nor c", are congruent to 0 modulo p while cm_1,--- , co are all
congruent to 0 modulo p implies that 11,,l f. 0 modulo p, so m = n. Consequently, s = n,
contradicting our assumption that s < n; that is, that our factorization was nontrivial.

9

Note that if we take p = 2, the Eisenstein criterion gives us still another proof of
the irreducibility of x2 — 2 over Q.

Takingp = 3, we see by Theorem 28.16 that

25xs — 9x4 — 3x2 — 12
is irreducible over Q. A
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The polynomial

xP—l<r>‘.,(x)=—x__1 =xP—1+xP‘2+---+x+l

is irreducible over Q for any prime p.

Again by Theorem 28.12, we need only consider factorizations in Z[x]. We remarked
following Theorem 27.4 that its proof actually shows that evaluation homomorphism
can be used for commutative rings. Here we want to use the evaluation homomor-
phism ¢x+1 : Q[x] -> Q[x]. It is natural for us to denote ¢x+1(f(x)) by f(x+ l) for
f(x) e om. Let

P p p-1(x+1)P—1_x +(1x + +px

(x+ 1) — 1 ‘ x
The coefficient ofx?" for 0 < r < p is the binomial coefficient p!/[r!(p — r)!], which
is divisible by p because p divides p! but does not divide either r! or (p — r)! when
0 < r < p. Thus

g(x) = «no: + 1) =

g(x) =xP—l + (€)xP—2 + . .. +11

satisfies the Eisenstein criterion for the prime p and is thus irreducible over Q. But if
(1),,(x) = h(x)r(x) were a nontrivial factorization of CI>P(x) in Z[x], then

<I>p(x + 1) = 30:) = M): + 1)r(x + 1)
would give a nontrivial factorization ofg(x) in Z[x]. Thus <I>P(x) must also be irreducible
over Q. 6

The polynomial <I>p(x) in Corollary 28.18 is the pa“ cyclotomic polynomial.

Uniqueness of Factorization in F[x]

Polynomials in F[x] can be factored into a product of irreducible polynomials in F[x]
in an essentially unique way. Forf(x), g(x) e F[x] we say that g(x) dividesf(x) in F[x]
if there exists q(x) e F[x] such thatf(x) = g(x)q(x). Note the similarity of the theorem
that follows with Property (1) for Z following Example 6.9.

Let p(x) be an irreducible polynomial in F[x]. If p(x) divides r(x)s(x) for r(x),s(x) e
F[x], then either p(x) divides r(x) or p(x) divides s(x).

We delay the proof of this theorem to Section 31. (See Theorem 31.27.) 0

Ifp(x) is irreducible in F[x] and p(x) divides the product r1 (x) - - -r,.(x) for ri(x) e F[x],
then p(x) divides n(x) for at least one 1‘.

Using mathematical induction, we find that this is immediate from Theorem 28.19. 0

HF is a field, then every nonconstant polynomialf(x) e F[x] can be factored in F[x] into
a product of irreducible polynomials, the irreducible polynomials being unique except
for order and for unit (that is, nonzero constant) factors in F.

Let f(x) e F[x] be a nonconstant polynomial. If f(x) is not irreducible, then f(x) =
g(x)h(x), with the degree ofg(x) and the degree of h(x) both less than the degree off(x).
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If g(x) and h(x) are both irreducible, we stop here. If not, at least one of them factors
into polynomials of lower degree. Continuing this process, we arrive at a factorization

f(x) = p1(x)p2(x) - ‘ -pr(x),
where p;(x) is irreducible for i = l, 2, . - . , r.

It remains for us to show uniqueness. Suppose that

f(x) = pi(x)p2(x) - - -pr(x) = qi(x)q2(X) - - 'qs(X)
are two factorizations of f(x) into irreducible polynomials. Then by Corollary 28.20,
p1(x) divides some (h(x), let us assume q1(x). Since q] (x) is irreducible,

(1106) = u1p1(x),
where ul 7e 0, but u; is in F and thus is a unit. Then substituting u1p1(x) for q1(x) and
canceling, we get

[h(x)- - -pr(x) = u1q2(x)-- 450:)-
By a similar argument, say q2(x) = uzp2(x), so

p3(x) - - -pr(x) = uiuzaC) - - - q:(X)-
Continuing in this manner, we eventually arrive at

l = "1142 - - ‘ urqr+1(X) ‘ ‘ ‘ q.r(x)-

This is only possible if s = r, so that this equation is actually 1 = uluz - - - u,. Thus
the irreducible factors p,-(x) and qj(x) were the same except possibly for order and unit
factors. 9

28.22 Example Example 28.5 shows a factorization of x4 + 3x3 + 2x + 4 in 25m is (x — 0%: + 1).
These irreducible factors in Zs [x] are only unique up to units in 25 [x], that is, nonzero
constants in Zs. For example, (x — 1)3(x + l) = (x — 1)2(2x — 2)(3x + 3). A

I EXERCISES 28

Computations

In Exercises 1 through 4, find q(x) and r(x) as described by the division algorithm so thatf(x) = g(x)q(x) + r(x)
with r(x) = 0 or of degree less than the degree of g(x).

1. f(x)=x5+3x5+4x2 —3x+2andg(x) =x2+2x-3inZ7[x].
2. f(x) =x5+3x5 +4x2 — 3x+2andg(x) = 3x2 +2x— 3inZ7[x].
3. f(x) = 25 — 216t + 3x — 5 andg(x) = 2x + 1 in Zu[x].
4. f(x) = x4 + 59 — 3x2 andg(x) = 5x2 — x+ 2 in 211t

In Exercises 5 through 8, find all generators of the cyclic multiplicative group of units of the given finite field.
(Review Corollary 6.17.)
5. 25 6. Z7 7. Zn 8. Z23

9. The polynomial x4 + 4 can be factored into linear factors in 25 [x]. Find this factorization.

10. The polynomial x3 + 2x2 + 2x + 1 can be factored into linear factors in Zy[x]. Find this factorization.
11. The polynomial 2x3 + 3x2 — 7x — 5 can be factored into linear factors in Z11[x]. Find this factorization.
12. Is 13 + 2x + 3 an irreducible polynomial of 25 [x]? Why? Express it as a product of irreducible polynomials

of Z5 [x].
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13. Is 2x3 +x2 +2x+2 an irreducible polynomial in Zs[x]? Why? Express it as a product of irreducible
polynomials in 25 [x].

14. Show thatf(x) = x2 + 8x — 2 is irreducible over Q. Isf(x) irreducible over 1R? Over C?
15. Repeat Exercise 14 with g(x) = x2 + 6x + 12 in place off(x).
16. Demonstrate that x3 + 31:2 — 8 is irreducible over Q.
17. Demonstrate that x4 — 22):2 + 1 is irreducible over Q.

In Exercises 18 through 21, determine whether the polynomial in Z[x] san'sties an Eisenstein criterion for irre-
ducibility over Q.

18.x2—12 19.8x3+6x2—9x+24
20. 4110 — 9x3 + 24x — 18 21. 2x10 — 25x3 +10).2 — 30
22. Find all zeros of 6x4 + 171:3 + 7x2 + x — 10 in Q. (This is a tedious high school algebra problem. You might

use a bit of analytic geometry and calculus and make a graph, or use Newton’s method to see which are the
best candidates for zeros.)

Concepts
In Exercises 23 and 24, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

23. A polynomial f(x) 6 F[x] is irreducible over the field F if and only iff(x) aé g(x)h(x) for any polynomials
8(1).h(x) 6 F[I]-

24. A nonconstant polynomialf(x) e F[x] is irreducible over thefield F if and only if in any factorization of it in
F[x], one of the factors is in F.

25. Determine whether each of the following is true or false.
a. x — 2 is irreducible over Q.
I). 3x — 6 is irreducible over Q.
c. x2 — 3 is irreducible over Q.
d. I2 + 3 is irreducible over Z7.
e. If F is a field, the units of F[x] are precisely the nonzero elements of F.
f. If F is a field, the units of F(x) are precisely the nonzero elements of F.
g. A polynomialf(x) of degree n with coefficients in a field F can have at most n zeros in F.
I]. A polynomial f(x) of degree n with coefficients in a field F can have at most n zeros in any given field E

such that F 5 E.
i. Every polynomial of degree 1 in F[x] has at least one zero in the field F.
j. Each polynomial in F[x] can have at most a finite number of zeros in the field F.

26. Find all prime numbers p such that x + 2 is a factor ofx‘ + x3 + x2 — x + 1 in Zp[x].

In Exercises 27 through 30, find all irreducible polynomials of the indicated degree in the given ring.

27. Degree 2 in Z2[x] 28. Degree 3 in 22 [x]
29. Degree 2 in Z3 [x] 30. Degree 3 in 23 [x]

31. Find the number of irreducible quadratic polynomials in Zp[x], where p is a prime. [Hintr Find the number
of reducible polynomials of the form x2 + ax + b, then the number of reducible quadratics, and subtract this
from the total number of quadratics.]

Proof Synopsis
32. Give a synopsis of the proof of Corollary 28.6.
33. Give a synopsis of the proof of Corollary 28.7.
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Theory
34. Show that forp a prime, the polynomial x” + a in Zp[x] is not irreducible for any a e Zp.

35.1fFis a field anda #0 is a zero off(x) = a0 +a1x+ +a,..\’l in F[x], show that l/a is azero ofa, +
an_1x+--- +a01".

36. (Remainder Theorem) Letf(x) e F[x] where F is a field, and let a e F. Show that the remainder r(x) when
f(x) is divided by x — a, in accordance with the division algorithm, isf(a).

37. Let a," : Z —> Z," be the natural homomorphism given by am(a) = (the remainder of a when divided by m)
for a e Z.

a. Show that W 2 Z[x] —> Zm[x] given by

fi(ao + alx + - -- + an") = am(ao) + am(a1)x + - -- + 0mm)?
is a homomorphism of Z[x] onto Z", [x].

b. Show that iff(x) 6 Z[x] and fi(f(x)) both have degree n and WV(1)) does not factor in Z", [x] into two
polynomials of degree less than n, thenf(x) is irreducible in Q[x].

c. Use part (b) to show that)? + 17x + 36 is irreducible in Q[x]. [Hint Try a prime value of m that simplifies
the coefficients]

The goal of Exercises 38 through 40 is to prove Theorem 28.12.

38. Let f(x) 6 Z[x]. We say thatf(x) = aux” + a,,_1x"—l + - - - + a0 is primitive if the greatest common divisor
of the coefficients a0, a1, . . . , an is 1. Prove the product of two primitive polynomials is primitive.

39. Let f(x) 6 Z[x]. The content of f(x) = aux" +an_11"_1 + - - - +ao is defined to be the greatest common
divisor ofa0, a1 , . . . , an and it is denoted cont(f(x)). Prove that cont(f(x)g(x)) = cont(f(1)) - cont(g(x)) for any
f(x),g(x) e Z[x]. (Hint: Use Exercise 38.)

40. Prove Theorem 28.12. (Hint: Use Exercise 39.)

-TALGEBRAIC CODING THEORY

Suppose you wish to send a message, but occasionally the transmission line makes an
error. When an error occurs, it would be nice if the receiver could detect that there is
an error and ask you to resend the message. In other situations, such as a space probe
transmitting images back to earth, it may be impossible to resend the data. In this case,
it would be desirable if the receiving earthling could not only detect, but also correct a
transmission error.

We will think of a message as an element in Z; = Z2 X Z; x - - - x Zg. Each mes-
sage consists of a string of zeros and ones of length k. Each of the 22 entries will be
referred to as a bit. Coding theory in general allows transmitted messages to be in F"
for any finite field F, but for our introduction to the subject we will restrict our attention
to F = 22.

29.1 Example A common way to detect a single-bit error is to use a parity check bit. Instead of trans-
mitting a byte consisting of eight bits, that is, an element in Z2, nine bits are transmitted
with the last bit being the sum in Z; of the first eight bits. The message

(1,1,0,1.0.0.1.1)
would be transmitted as

(1,1,0,1,0,0,1,1,1).

Regardless of whether the 8-bit message has an even or odd number of ones, the trans-
mitted string of 9 bits has an even number of ones. If the sum of the nine bits of the
received message is not zero, then a transmission error must have occurred. A

T This section is not used in the remainder of the text.
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An inefficient, but possible method of correcting transmission errors is to send a mes-
sage three times. If two of the received messages agree, then that common message is
accepted as the most likely correct message. In this case, if there is only one error, the
original message will be retrieved. A

A code is a subset C Q Z;. An element of C is a code word. The length of a code word
in C E Z; is n. I

In practice, when a message is to be sent, it is broken into shorter pieces consisting
of k bits. A predetermined one-to-one functionf : Z’; -> C mapping all possible k bit
messages to code words is then applied to the message pieces and transmitted. The
receiver then checks that each received message piece is in the range off. If so, the
sent code word is most likely the received code word and the message corresponding to
the received code word can be computed sincef is one-to—one. If the received message
is not a code word, then a transmission error occurred. We will not concern ourselves
with the functionf. Instead, we will investigate certain types of codes. We restrict our
attention to linear codes as defined below.

A linear code is a subgroup C of Z;. Sinoe C is a subgroup of Q, the order of C is
2" for some integer k. The information rate or rate of the linear code is the ratio 5.
A linear code is cyclic if for any code word (ao,a1, . . . , (1,4), (a,._1,ao,al, . . . ,a,._2) is
also a code word. That is, a linear code is cyclic if a cyclic shift of any code word is a
code word. I

An information rate of 5 means that in order to transmit a message of length k, n bits are
required. It is clearly desirable to make the information rate as large as possible subject
to the desired number of bit errors that can be detected or corrected.

Let C 9 Z; be the set of all strings of length 9 such that the sum of the bits is 0 modulo
2 as in Example 29.1. Note that C is the kernel of the group homomorphism

(15:d Z2

givenby

¢(ao.01.--.,as)=ao+a1+---+as (mod2).

Thus C is a subgroup of Z; and therefore C is a linear code. In this example, n = 9 and
k = 8 since C is a subgroup of Z; with index 2. Thus C has an information rate of .3.
Furthermore, the code is cyclic since any cyclic shift of a code word does not change
the number of ones. A

If two code words differ in only one position, then it would not be possible to detect
every error that occurs in just one bit. If any pair of code words differ in two or more
positions, then any error of just one bit could be detected, that is, it could be determined
that there is an error, but it may not be possible to reconstruct the original code word.
Furthermore, if any pair of code words differ at three or more positions, then an error
ofjust one bit could not only be detected, but it could be corrected since only one code
word would differ from the erroneous word at one position.

The Hamming weight or weight of a string in Z; is the number of ones in the string.
The Hamming distance or distance between two strings in Z; is the number of bits
where the two strings differ. I

The Hamming weight of the string (1,0,0, 1, 1,0, l, l) is 5. The Hamming distance
between the code words (1,0,0,0, l, 1,0, 1) and (l, 1,0, 1,0,0,0, 1) is 4. A
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For a linear code C, the minimum weight among the nonzero code words of C is the
same as the minimum distance between two different code words.

For any two code words w, u e Z3, the distance between w and u is the number of bits
where the words differ. That is, the weight of w — u is the distance between w and u.
Since C is a subgroup of Z”, w — u e C. Thus the minimum weight of nonzero code
words is less than or equal to the minimum distance between two different code words.
We also notice that 0 e Z; is a code word, so the weight of a code word w is the distance
between 0 and w, which implies that the minimum distance between two different code
words is less than or equal to the minimum weight among the nonzero code words. 9

If the Hamming distance between any two different code words in a code C is at
least :1, then we say that C detects d — 1 bit errors since any change to a code word
in at most 11 — 1 bits is not a code word. If C is a code in Z; and for any string v e Z",
there is at most one code word whose Hamming distance from v is d or less, then we
say that C corrects :1 bit errors. The idea is that if a string is received that is not a
code word, then the best guess for the sent code word is the code word that is closest to
the received string. For a code that corrects d bit errors, by taking the closest code to a
received string we reconstruct the sent code word as long as the number of errors is at
most d.

Let C = {(0,0,0,0),(1,0,1,0),(1,1,0,1),(0,1,1,1)} g Z3. It is not difficult to check
that C is a subgroup of Zg, so C is a linear code. The code word (1, 0, 1,0) has weight
2 and the other two nonzero code words have weight 3. By Theorem 29.8, the mini-
mum distance between any two code words is 2. Thus C detects one-bit errors, but it
cannot correct a one-bit error. A received message of m = (l, 0, 0, 0) differs from both
(0, 0, 0, 0) and (1, 0, l, 0) by only one bit, so even if we know m is only incorrect in one
position, we would not know if the sent code word was (0, 0, 0, 0) or (1, 0, 1, 0). A

There are many schemes to generate codes having various properties, but we will
focus on just one method. We can think of an element (ao,a1,az, . . . ,a,._1) e Z; as
corresponding to the coefficients of the polynomial a0 + an: + azx2 + - ' - + a.._1x’"1 e
Z2[x]. In this way, instead of thinking of code words as strings of zeros and ones of
length n, we can think of them as polynomials in Z2[x] of degree at most n — 1. We
note that this correspondence is a group isomorphism q) mapping Z; onto the additive
group of polynomials in Z2[x] of degree at most n — 1.

Let n=5 and g(x) =x2+x+ 1. We define C to be all the multiples ofx2+x+ 1,
including 0, whose degree is less than 5.

C = {f(x)g(X) |f(x) 6 232M] and either deg(f(X)) S 2 0rf(x) = 0}
= {0 - 3’00. 1 -g(x). x ‘ g(x). (x + 1) - g(x).

x2 ~g(x). (x2 + 1) -g(x). (Jr2 +X) - 30:). (x2 +x + 1) -g(x)}
={0, x2+x+1. x3+x2+x. 9+1,

x‘*+x3 +x2, x4 +x3 +x+1. x‘ +x, x“ +x2 +1}.
By reading off the coefficients of these polynomials we determine the code words to be

(0,0,0,0,0) (0,0,1,1,1)(0.1.1.1,0) (0.1.0.0.1)
(1,1,1,0,0) (1,1,0.1.1) (1.0.0.1,0) (1.0.1.0.1)

It is not difficult to check that this collection of elements in Z; is a subgroup of Z; and
therefore gives a linear code. The code is not cyclic since (0, 1,0, 0, 1) is a code word,
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but (1,0, 1,0,0) is not a code word. We see that the minimum weight among all the
nonzero code words is 2. By Theorem 29.8, the minimum Hamming distance between
any two code words is also 2, which implies that the code detects a one-bit error, but it
does not correct a one-bit error. A

In Example 29.10, we simply read off the coefficients of the polynomials in C
to construct a linear code. For the rest of this section we will abuse notation slightly
by referring to a set C of polynomials in Zz[x] as a linear code if C is a subgroup of
Zz[x] containing no polynomial of degree n or larger. The fact that ()5 mapping Z; to
the polynomials of degree at most n - l is a group isomorphism assures us that any
subgroup C 5 km having no polynomial of degree n or larger provides a linear code
by simply reading off the coefficients of the polynomials in C.

Let g(x) be a polynomial in Zz[x] of degree less than n. Then C = {f(x)g(x) |f(x) e
Z2[x] and eitherf(x) = 0 or deg(f(x)) < n — deg(g(x))} is a linear code. Furthermore,
if the polynomial g(x) is a factor of 1" + 1 in Zz[x], then C is a cyclic code.

We first show that C is closed under addition. Letf(x), h(x) e Zz[x] so that each either
has degree less than n — deg(g(x» or is the 0 polynomial. Thenf(x) + h(x) is either the
zero polynomial or else its degree is less than n — deg(g(x)). Therefore

f(10806) + h(X)g(x) = (f(I) + h(x))g(X).
which implies that C is closed under addition. Also C contains the 0 polynomial and
iff(x)g(x) e C, then —(f(x)g(x)) = f(x)g(c) e C. Thus C is a subgroup of the additive
group G = {w(x) e Zz[x] | w(x) = 0 or deg(w(x)) < n}, which means that C is a linear
code.

Now we assume that g(x) is a factor ofx" + l in Z2[x], that is, there is a polynomial
h(x) e Zz[x] with

h(x)g(x) = x" + l.

Apparently,

deg(h(x)) = n - deg(g(x))-
Letf(x)g(x) e C. If

deg(f(x)g(x)) < n — 1,
then

(Xf(X))g(X) e C
and #(x)g(x) simply increases by one the degree of each term in the polynomial
{f(x)g(x). This implies that xf(x)g(x) e C is a cyclic shift off(x)g(x). On the other hand,

dcg()’(x).e(x)) = n — 1.
then a cyclic shift of the code wordf(x)g(x) is

170:) = #(x)g(x) + (f + 1)-
We have

#002300 + 03‘ + 1) = xf(x)g(x) + h(x)g(x)
= (xf(x) + h(X))g(x)
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Since xflx) and h(x) each have degree n — deg(g(x)), the coefficient of {"Wm in
their sum is 0. So eitherxf(x) + h(x) = 0 or deg(xf(x) + h(x)) < n — deg(g(x)). In either
case, the cyclic shift Af(x)g(x) + (x" + l) is a code word in C. Therefore, C is a cyclic
code. 9

The code C in Theorem 29.11 is called the polynomial code of length n generated by
300- I
Find the code words for C, the polynomial code of length 7 generated by the polynomial
g(x) = x3 + )1:2 + 1. What is the information rate for C? Determine if C detects a one-
bit error and if so, can C correct a one-bit error? What about detecting and correcting
two-bit errors?

As in Example 29.10, one method of finding all the code words is to multiply every
polynomial of degree 3 or less by g(x), but there is a much simpler method if the code
is cyclic. The polynomial x7 + 1 can be seen to factor in km as

x7+1=(£+x2+1)(x‘+13+x2+1)
simply by using long division of polynomials. Therefore C is a cyclic code by Theorem
29.11. Since 1 - g(x) = g(x) e C and C contains all cyclic shifts of g(x), we have all the
polynomials in the first column of Figure 29.14 as code words in C. Since C is a group,
w+fi+n+w+£+a=fi+fi+pueCJmMMmcnqwmmms
the second column of Figure 29.14 is contained in C. There are 24 = 16 polynomials
of degree less than 4 (including the zero polynomial) with coefficients in 22. Thus C
contains 16 elements. Since C is a subgroup, the zero polynomial is in C, leaving only
one more polynomial to complete the list. This polynomial must remain the same when
a cyclic shift is applied. Other than the polynomial 0, the only polynomial that remains
the same when a cyclic shift is applied is

£+f+fl+f+f+x+L
Thus Figure 29.14 gives the code C as polynomials. Figure 29.15 gives the code as
elements in Z;

Since |C| = 24 and the code word length is 7, the information rate is g.
It is easy to see that the minimum weight among all the nonzero code words is 3.

By Theorem 29.8, the minimum distance between code words is 3. So not only can a
single-bit error be detected, it can be corrected. Since the distance between any two code
words is at least 3, the code detects two-bit errors. However, the code does not correct
two-bit errors since a two-bit error could produce a word with Hamming distance of
one from another code word. For example, (0, 0, 0, 0, 0, 0, l) differs from the code word
(0, 0, 0, l, 1, 0, l) in two bits, but it differs from the code word (0, 0, 0, 0, 0, 0, 0) in only
one bit. A

fi+£+1 fi+fi+x+1 0 fi+fi+fi+fl+fi+x+1
fi+£+x £+f+fi+x
fi+fi+£ fi+fi+£+f
fi+£+f £+f+£+1
fl+fi+1 é+f+fi+x
R+x+1 fi+f+f+1
fl+£+x fi+f+x+1

29.14 Figure
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(0,0,0,1,1,0,1) (0,0,1,0,1,1,1) (0,0,0,0,0,0,0) (l,l,1,l,1,l,l)
(0,0, l ,1,0, l ,0) (0, l ,0, 1, 1,1,0)
(0,1,l,0,1,0,0) (1,0,1,l,1,0,0)
(l,l,0,1,0,0,0) (0,1,1,l,0,0,l)
(l,0,l,0,0,0,1) (l,l,l,0,0,l,0)
(0,1,0,0,0,l,1) (1,1,0,0,1,0,l)
(l,0,0,0,1,l,0) (1,0,0,l,0,1,l)

29.15 Figure

Examples 29.2 and 29.13 each provide a code that can correct a one-bit error. Ex-
ample 29.2 requires sending 24 bits to transmit a message of length 8. That is, the
information rate is %. In Example 29.13, in order to transmit a message of length 8, 14
bits are required and the information rate is §. Clearly the code in Example 29.13 is a
much more efficient way of coding data for transmission.

I EXERCISES 29

1. If a code has word length 10 and transmission rate of %, how many code words are in the code?

2. If a linear code contains exactly 16 code words and the transmission rate is %, find the length of code words.
3. Find the smallest cyclic linear code C that contains (1, 0, 0, 0, 0).

4. Find all cyclic linear codes C in Z; that have a transmission rate of g.
5. Find all cyclic linear codes of length n for

a.n=2 b.n=3 c.n=4

6. Detennine whether each of the following is true or false.

a. A code is a subset of Z; for some positive integer n.
b. The length of a code word in Z; is n.
c. Every code is a linear code.
d. If the Hamming distance between any two different code words is at least 4, then the code corrects two—bit

errors.
e. If C is a linear code in Z", then the information rate is the number of elements in C divided by the number

of elements in 2;.
f. Every linear code contains the code word consisting of all zeros.
g. If the Hamming distance between two code words in a linear code is d, then there is a code word with

Hamming weight d.
h. The set {f(x)g(x) | f(x) 6 74M} is the polynomial code of length n generated by g(x) if g(x) e Za[x] and

g(x) has degree n.
i. Not every polynomial code is cyclic.
j. Every cyclic linear code contains at most two code words that remain the same when a cyclic shift is

applied.

7. Let g(x) = x3 +x +1 e 229:].
a. Verify that g(x) is a factor of x7 + l in Zz[x].
I). Find all the code words in the polynomial code C of length 7 generated by g(x).
c. Determine if C detects single-bit errors and if so, determine if it corrects single-bit errors.
(1. Determine if C detects two-bit errors and if so, determine if it corrects two-bit errors.
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8. The transmission of a code word from the previous exercise produced the polynomial p(x) = x“ + x5 + x4 +
,9. Was there a transmission error? If so, find the closest code word from C as measured by the Hamming
distance.

9. Letg(x) =x‘5 +9 +1 6 2229:].
a. Verify that g(x) is a factor of x9 + l in Zz[x].
I). Find all the code words in the polynomial code C of length 9 generated by g(x).
c. Determine if C detects single-bit errors and if so, determine if it corrects single-bit errors.
(I. Determine if C detects two-bit errors and if so, determine if it corrects two-bit errors.

Let g(x) = x4 + x3 + x + 1 2 mm and let c be the code generated by g(x) with code word length 7.
a. Is C cyclic?
I). Find all the code words in the polynomial code C of length 7 generated by g(x).
c. Can C detect one-bit errors and if so, can C correct one-bit errors?
(I. Can C detect two-bit errors and if so, can C correct two-bit errors?

10

11 Find six polynomials g(x) e Zz[x] so that the code generated by g(x) with code words of length 9 is a cyclic
code.

12. If the minimal weight among all nonzero code words in a cyclic linear code C Q Z; is l, prove that C = 2;.
13. Let g(x) be a polynomial in Z2[x]. Prove that if the polynomial code C generated by g(x) with length n is

cyclic, then g(x) is a factor of1" + l in Zz[x].

14. Let C E Z; be a linear code with d the minimal weight among the nonzero code words. Determine necessary
and sufficient conditions on d for C to correct k—bit errors.

15. Let C Q Z’z‘ be a linear code. Show that as a group, C is isomorphic with Z; for some k.
16. Is there a polynomial g(x) e Zz[x] such that the code generated by g(x) of length 9 is the same code as in

Example 29.5? Prove your answer.

-HOMOMORPHISMS AND FACTOR RINGS

Factor Rings

In Section 12 we investigated which subgroups of a given groups could be used to form
a factor group. In this section we wish to do an analogous construction on a ring to form
a factor ring. We start with an example.

30.1 Example For any n e Z, nZ is a subring of Z. Thinking of Z as an abelian group, we know that nZ
is a normal subgroup of Z. As we have seen, Z/nZ = {a + nZ | a e Z} forms a group
using addition defined by adding coset representatives. Furthermore, Z/nZ is a ring
where multiplication is defined by

(a + nZ)(b + nZ) = ab + nZ.

We check that this multiplication is well defined. Let a’ e a + nZ and b’ e b + nZ. Then
a’ =a+nkd =b+nrforsomeintegerskandr.Thus

a’b’ = (a + nk)(b + nr)

= ab + n(kb + knr) + anr

= ab + n(kb + knr + ar)

e ab + nZ.

From this calculation we see that regardless of which representatives from a + nZ and
b + nZ we pick, our product is in the coset ab + nZ. So we have a well-defined multi-
plication on the cosets of nZ. A



Looking at the second line of the above computation, we can see that what was needed to
verify a’b’ e ab + nZ is that n(kb + knr) + am e nZ. The key to make this computation
work is that when an element of Z is multiplied by an element of nZ, the product is in
nZ. This observation is the reason for the following definition.

aN={an|neN}§N and Na={na|neN}§N forallaeR. I

We see that nZ is an ideal in the ring Z since we know it is a subring, and 5(nm) =
(M): = n(ms) e nZ for all s e Z. A

Let F be the ring of all functions mapping R into R, and let C be the subring of F
consisting of all the constant flmctions in F. Is C an ideal in F? Why?

Part VI Constructing Rings and Fields

30.2 Definition An additive subgroup N of the ring R is an ideal if

30.3 Example

30.4 Example

Solution It is not true that the product of a constant fimction with every function is again a
constant function. For example, the product of sin x and 2 is the function 2 sin x. Thus
C is not an ideal of F.

I HISTORICAL NOTE

It was Ernst Eduard Kummer (1810—1893) who
introduced the concept of an “ideal complex

number” in 1847 in order to preserve the notion
of unique factorization in certain rings of alge-
braic integers. In particular, Kummer wanted to
be able to factor into primes numbers of the form
an + (110! + (12012 + ' - ' + ap_1a”‘1, where a is a
complex root ofx” = l (p prime) and the a,- are or-
dinary integers. Kummer had noticed that the naive
definition of primes as “unfactorable numbers”
does not lead to the expected results; the product
of two such “unfactorable” numbers may well be
divisible by other “lmfactorable” numbers. Kum-
mer defined “ideal prime factors” and “ideal num-
bers” in terms of certain congruence relationships;
these “ideal factors” were then used as the divisors

necessary to preserve unique factorization. By use
of these, Kummer was in fact able to prove cer-
tain cases of Fermat’s Last Theorem, which states
that x" + y" = 2" has no solutions x, y,z e Z+ if
n > 2.

It turned out that an “ideal number,” which was
in general not a “number” at all, was uniquely de-
termined by the set of integers it “divided.” Richard
Dedekind took advantage of this fact to identify the
ideal factor with this set; he therefore called the set
itself an ideal, and proceeded to show that it satis-
fied the definition given in the text. Dedekind was
then able to define the notions of prime ideal and
product of two ideals and show that any ideal in the
ring of integers of any algebraic number field could
be written uniquely as a product of prime ideals.

30.5 Example

Solution

30.6 Theorem

Let F be as in the preceding example, and let N be the subring of all functionsf such
thatf(2) = 0. Is N an ideal in F? Why or why not?

Letf e N and let g e F. Then (fg)(2) =f(2)g(2) = 0g(2) = 0, sofg e N. Similarly, we
find that gf e N. Therefore N is an ideal of F. A

(Analogue of Theorem 12.7) Let H be an additive subgroup of the ring R. Multipli-
cation of additive cosets of H is well defined by the equation

(a+H)(b+H)=ab+H

if and only ifH isanidealinR.
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Proof Suppose firstthatHisanidealinR. Leta,beR,a’ea+H, and b’ eb+H. There

30.7 Corollary

30.8 Definition

30.9 Definition

are elements h1,h2 e H with a’ = a + h] and b’ = b + hz. We have

a’b’ = (a + 1100’ + h2)
= ab+ah2 +h1b+h1h2
6 ob + H since H is an ideal.

We now suppose that (a + H)(b + H) = ab + H defines a binary operation on cosets of
HinR.WeletaeRandheHwiththegoalofshowingthataHgHandHagH.
Since h + H = 0 + H,

H=0a+H=(0+H)(a+H)=(h+H)(a+H)=ha+H.

This showsha e H, which implies Ha g H. Similarly,

H=aO+H=(a+H)(0+H)=(a+H)(h+H)=ah+H.

This shows ah e H and thereforeaH g H. ThusH isanidealinR. 9

Once we know that multiplication by choosing representatives is well defined on
additive cosets of a subring N of R, the associative law for multiplication and the dis-
tributive laws for these cosets follow immediately from the same properties in R. We
have at once this corollary of Theorem 30.6.

(Analogue of Corollary 12.8) Let N be an ideal of a ring R. Then the additive cosets
of N form a ring R/N with the binary operations defined by

(a+N)+(b+N)= (a+b)+N
and

(a+N)(b+N)=ab+N. .

The ring R/N in the preceding corollary is the factor ring (or quotient ring) of R
by N. I

If we use the term quotient ring, he sure not to confuse it with the notion of thefield
ofquotients of an integral domain, discussed in Section 26.

Homomorphisms

We defined the concepts of homomorphism and isomorphism for rings in Section 22,
since we wished to talk about evaluation homomorphisms for polynomials and about
isomorphic rings. We repeat some definitions here for easy reference. Recall that a ho-
momorphism is a structure-relating map. A homomorphism for tings must relate both
their additive structure and their multiplicative structure.

A map ()5 of a ring R into a ring R’ is a homomorphism if

¢(a + b) = ¢(a) + ¢(b)
and

¢(ab) = ¢(a)¢(b)
for all elements a and b in R. I

In Example 22.10 we defined evaluation homomorphism, and Example 22.11
showed that the map :1) : Z —> Z", where ¢(m) is the remainder of to when divided
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30.10 Example

30.11 Theorem
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by n, is a homomorphism. We give another simple but very fundamental example of a
homomorphism.

(Projection Homomorphisms) Let R1,R2,. u ,R,. be rings. For each i, the map It,- :
R1 x R2 x - - - x R" —> R,- defined by 7r.-(r1,r2, - - - ,r,.) = r,- is a homomorphism, pm-
jection onto the ith component. The two required properties of a homomorphism hold
for Jr,- since both addition and multiplication in the direct product are computed by
addition and multiplication in each individual component. A

Properties of Homomorphisms
We continue to parallel our development of ring homomorphisms and factor rings with
the analogous material for group homomorphisms and factor groups.

Let (b : R —> R’ be a ring homomorphism.

1. If 0 is the additive identity in R, then ¢(0) = 0’ is the additive identity in R’.

2. Ifa e R, then ¢(—a) = —¢(a).
3. If S is a subring of R, then ¢[S] is a subring of R’.

If S’ is a subring of R’, then (15—1 [S’] is a subring ofR.
IfR has unity 1, then (15(1) is unity for ¢[R].
IfN is an ideal in R, then ¢[N] is an ideal in ¢[R].

. IfN’ is an ideal in either R’ or ¢[R], then ¢‘1[N’] is an ideal in R.“9
‘5

".
“

Let ¢ be a homomorphism ofa ring R into a ring R’. Since, in particular, 45 can be viewed
as a group homomorphism of (R, +) into (R’, +’), Theorem 8.5 tells us that ¢(0) = 0’
is the additive identity element of R’ and that ¢(—a) = —¢(a).

Theorem 8.5 also tells us that if S is a subring of R, then, considering the additive
group (S, +), the set (¢[S], +’) gives a subgroup of (R’, +’). If ¢(sl) and ¢(sz) are two
elements of ¢[S], then

¢(S1)¢(sz) = ¢(slsz)

and Wm) e ¢[S]- Thus ¢(51)¢(32) e ¢[S]. so ¢[S] is closed under multiplication-
Consequently, ¢[S] is a subring of R’.

Going the other way, Theorem 8.5 also shows that if S’ is a subring of R’, then
(¢‘1[S’], +) is a subgroup of (R, +). Let a, b e ¢‘1[S’], so that ¢(a) e S’ and ¢(b) e S’.
Then

¢(ab) = ¢(a)¢(b)-
Since ¢(a)¢(b) e S’, we see that ab 6 ¢‘1[S’], so :1)" [S’] is closed under multiplication
and thus is a subring of R.

IfR has unity 1, then forall r e R,

(W) = ¢(1r) = ¢(rl) = ¢(1)¢(r) = ¢(r)¢(1).
so ¢(1) is unity for ¢[R].

The proof of the remainder of the theorem is Exercise 22. 0

Note in Theorem 30.11 that ¢(l) is unity for ¢[R], but not necessarily for R’ as we
ask you to illustrate in Exercise 9. Furthermore, although ¢[N] is an ideal in ¢[R], it
may not be an ideal in R’ as verified in Exercise 22.
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Let a map ¢ : R —> R’ be a homomorphism of rings. The subring

¢‘1[0'1={r 6 R l ¢(') = 0'}
is the kernel of :1), denoted by Ker(¢). I

If we forget about the multiplicative part of a ring, we see that the kernel of a ring
homomorphism is the same as the kernel of the underlying group homomorphism. Any
property of a group homomorphism must also hold for a ring homomorphism.

Analogue of Theorem 10.17 Let ¢ : R; —> R2 be a ring homomorphism. The
elements a, b e R; are in the same additive coset of Ker(¢) if and only if ¢(a) = ¢(b)0

Analogue of Corollary 10.19 A ring homomorphism ¢ : R1 —> R2 is one-to-one if
and only if Ker(¢) = {0}. O

The kernel of a group homomorphism ¢ : G; —> 62 is a normal subgroup of GI and
normality is what is needed in order to construct a factor group from a subgroup. The
situation is similar in rings. We need a subring to be an ideal in order to construct a
factor ring. The following theorem states that in fact the kernel of a ring homomorphism
is an ideal.

Let ()5 : R1 —> R2 be a ring homomorphism. Then Ker(¢) is an ideal in R1.

Since {0} C R2 is an ideal in R2, Ker(¢) = ¢‘1[{0}] is an ideal in R1 by Property 7 of
Theorem 30.11. 0

Fundamental Homomorphism Theorem

To complete our analogy with groups, we give the analogues of Theorems 12.12 and
12.14.

(Analogue ofTheorem 12.12) LetN be an ideal ofa ring R. Then y : R —> R/N given
by y(x) = x + N is a ring homomorphism with kemel N.

The additive part is done in Theorem 12.12. Turning to the multiplicative question, we
see that

y(xy) = (xy)+N=(X+N)(y+N) = y(x)y(y)- 9
(Fundamental Homomorphism Theorem; Analogue of Theorem 12.14) Let 4) :
R —> R’ be a ring homomorphism with kernel N. Then ¢[R] is a ring, and the map
u. : R/N —> ¢[R] given by u(x + N) = ¢(x) is an isomorphism. If y : R —> R/N is the
homomorphism given by y(x) = x + N, then for each x e R, we have ¢(x) = u o y(x).

.2
R MR]

R/N

30.18 Figure
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Proof This follows at once from Theorems 30.15 and 30.16. Figure 30.18 is the analogue of
Fig. 12.15. 0

30.19 Example Example 30.3 shows that nZ is an ideal of Z, so we can form the factor ring Z/nZ.
Example 22.11 shows that :23 : Z —> Z,l where ¢(m) is the remainder of m modulo n is a
homomorphism, and we see that Ker(¢) = nZ. Theorem 30.17 then shows that the map
[1. : Z/nZ -> Z,l where “(m + nZ) is the remainder of m modulo n is well defined and
is an isomorphism. A

30.20 Example Continuing Example 30.5, let F be the ring of all functions mapping R into R and let
N be the subset of F consisting of all functionsf with f(2) = 0. The set N is an ideal
in F, so F/N is a ring. Furthermore, N is the kernel of the evaluation homomorphism
¢2 : F —> R defined by ¢2(f) = f(2). Since $2 maps onto R, F/N is isomorphic with R
by Theorem 30.17. The function [1. : F/N -> R given by p.(f) =f(2) is an isomorphism.

A

In summary, every ring homomorphism with domain R gives rise to a factor ring
R/N, and every factor ring R/N gives rise to a homomorphism mapping R into R/N. An
ideal in ring theory is analogous to a normal subgroup in the group theory. Both are the
type of substructure needed to form a factor structure.

I EXERCISES 30

Computations

1. Describe all ring homomorphism of Z x Z into Z x Z. [Hint Note that if 4: is such a homomorphism, then
¢((l, 0)) = ¢((l,0))¢((1. 0)) and ¢((0. 1)) = ¢((0. 1))¢((0. 1))- Consider also ¢((l. 0)(0, DH

2. Find all positive integers n such that Zn contains a subring isomorphic to Z1.
3. Find all ideals N of Zn. In each case compute Z12/N; that is, find a known ring to which the quotient ring is

isomorphic.
4. Give addition and multiplication tables for 2Z/8Z. Are 2Z/8Z and Z4 isomorphic rings?

Concepts
In Exercises 5 through 7, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

5. An isomorphism ofa ring R with a ring R’ is a homomorphism ¢ : R —> R’ such that Ker(¢) = {0}.
6. An ideal N of a ring R is an additive subgroup of (R, +) such that for all r e R and all n e N, we have m e N

and nr 6 N.
7. The kernel ofa homomorphism ¢ mapping a ring R into a ring R’ is {¢(r) = 0’ | r e R).
8. Let F be the ring of all functions mapping 1R into R and having derivatives of all orders. Differentiation gives a

map 5 : F —> F where 6(f(x)) =f’(x). Is 6 a homomorphism? Why? Give the connection between this exercise
and Example 30.4.

9. Give an example of a ring homomorphism q) : R —> R’ where R has unity 1 and ¢(1) aé 0', but ¢(l) is not unity
for R’ .

10. Determine whether each of the following is true or false.

8. The concept of a ring homomorphism is closely connected with the idea of a factor ring.
I). A ring homomorphism ¢ : R —> R’ carries ideals ofR into ideals of R’.
c. A ring homomorphism is one-to-one if and only if the kernel is {0}.
d. Q is an ideal in IR.
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e. Every ideal in a ring is a subring of the ring.
f. Every subring of every ring is an ideal of the ring.
g. Every quotient ring of every commutative ring is again a commutative ring.
h. The rings Z/4Z and Z4 are isomorphic.
i. AnidealNinarinnn'thunity 1 is allofRifandonlyifl e N.
j. The concept of an ideal is to the concept of a ring as the concept of a normal subgroup is to the concept of

a group.
11. Let R be a ring. Observe that {0} and R are both ideals ofR. Are the factor rings R/R and R/{O} of real interest?

Why?
12. Give an example to show that a factor ring of an integral domain may be a field.
13
14. Give an example to show that a factor ring of a ring with divisors of 0 may be an integral domain.
15 Find a subring of the ring Z x Z that is not an ideal of Z x Z.
16 A student is asked to prove that a quotient ring of a ring R modulo an ideal N is commutative if and only if

(rs — sr) e N for all r, r e R. The student starts out:
Assume R/N is commutative. Then rs = sr for all r, s e R/N.

Give an example to show that a factor ring of an integral domain may have divisors of 0.

a. Why does the instructor reading this expect an incorrect proof?
I). What should the student have written?
c. Prove the assertion. (Note the “if and only if.”)

Theory

17. Let R = [a + bfi | a,b e Z} and let R’ consist of all 2 x 2 matrices of the form [2 2:] for a,b e Z. Show
that R is a subring of IR and that R’ is a subring of M2(Z). Then show that 4: : R —> R’, where ¢(a + bfi) =

[Z 2:] is an isomorphism.

18. Show that each homomorphism from a field to a ring is either one-to—one or maps everything onto 0.
19. Show that if R,R’, and R” are rings, and if 4: : R —> R’ and w :R’ —> R” are homomorphism, then the

composite function 11rd: 2 R —> R” is a homomorphism. (See Exercise 39 of Section 8.)
20. Let R be a commutative ring with unity of prime characteristic p. Show that the map 4),, : R —> R given by

¢p(a) = d" is a homomorphism (the Frobenius homomorphism).

21. Let R and R’ be rings and let 4: 2 R —> R’ be a ring homomorphism such that 4>[R] 7’: {0’}. Show that if R has
unity l and R’ has no 0 divisors, then ¢(1) is unity for R’.

22. Let 4: : R —> R’ be a ring homomorphism and let N be an ideal ofR.

a. Show that ¢[N] is an ideal of ¢[R].
I). Give an example to show that ¢[N] need not be an ideal ofR’.
e. Let N’ be an ideal either of¢[R] or of R’. Show that ¢—1[N’] is an ideal ofR.

23. Let F be a field, and let S be any subset ofFx xF for n factors. Show that the set N5 of all
f(x1,--~ ,x,,) e F[x1,-~ ,x,,] that have every element (ah-n ,an) of S as a zero (see Exercise 28 of
Section 27) is an ideal in F[x1, - . - ,xn]. This is of importance in algebraic geometry.

24. Show that a factor ring of a field is either the trivial (zero) ring of one element or is isomorphic to the field.
25. Show that ifR is a ring with unity and N is an ideal of R such that N aé R, then R/N is a ring with unity.
26. LetRbeacommutative ring andleta e R. Show that] = {x e R |ax = 0} is anideal ofR.
27. Show that an intersection of ideals of a ring R is again an ideal of R.
28. Let R and R’ be rings and let N and N’ be ideals of R and R’, respectively. Let (I) be a homomorphism of R

into R’. Show that (15 induces a natural homomorphism 4),. : R/N —> R’/N’ if ¢[N] g N’. (Use Exercise 41 of
Section 12.)
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29. Let 4: be a homomorphism of a ring R with unity onto a nonzero ring R’. Let u be a unit in R. Show that ¢(u)
is a unit in R’.

30. An element a of a ring R is nilpotent if a” = 0 for some n e Z+. Show that the collection of all nilpotent
elements in a commutative ring R is an ideal, the nilradieal ofR.

31. Referring to the definin'on given in Exercise 30, find the nilradical of the ring Zn and observe that it is one of
the ideals of Zn found in Exercise 3. What is the nilradical of Z? of Z32?

32. Referring to Exercise 30, show that ifN is the nilradical of a commutative ring R, then R/N has as nilradical
the trivial ideal {0 + N}.

33. Let R be a commutative ring and N an ideal of R. Referring to Exercise 30, show that if every element of N is
nilpotent and the nilradical of R/N is R/N, then the nilradical of R is R.

34. Let R be a commutative ring andN an ideal ofR. Show that the set W of all a E R, such that a" e N for some
n e Z+, is an ideal ofR, the radical ofN.

35. Referring to Exercise 34, show by examples that for proper ideals N of a commutative ring R,

a. N need not equal N b. J17 may equal N.

36. What is the relationship of the ideal W of Exercise 34 to the nilradical of R/N (see Exercise 30)? Word your
answer carefully.

37. Show that 45 : C —> M2(]R) given by

. a b¢(a + b!) = (—b a)

for a, b e R gives an isomorphism of C with the subring ¢[C] ofM2(]R).

-PRIME AND MAXIMAL IDEALS

Exercises 12 through 14 of the preceding section asked us to provide examples of factor
rings R/N where R and R/N have very different structural properties. We start with some
examples of this situation, and in the process, provide solutions to those exercises.

31.] Example As was shown in Corollary 23.5, the ring Zp, which is isomorphic to Z/pZ, is a field
forp a prime. Thus afactor ring ofan integral domain may be afield. A

31.2 Example The ring Z X Z is not an integral domain, for

(0. 1)(1, 0) = (0.0).
showing that (0, 1) and (1, 0) are 0 divisors. Let N = {(0, n) In e Z}. Now N is an ideal
of Z x Z, and (Z x Z)/N is isomorphic to Z under the correspondence [(m, 0) + N] <->
m, where m e Z. Thus afactor ring of a ring may be an integral domain, even though
the original ring is not. A

31.3 Example The subset N = {0, 3} of Z; is easily seen to be an ideal of Z6, and Zs/N has three
elements, 0 +N, 1 +N, and 2 +N. These add and multiply in such a fashion as to
show that Zs/N 2 Z3 under the correspondence

(0+N)<->0, (l+N)<—>1, (2+N)<->2.

This example shows that if R is not even an integral domain, that is, if R has zero
divisors, it is still possiblefor R/N to be afield. A

31.4 Example Note that Z is an integral domain, but Z/6Z : Z5 is not. The preceding examples
showed that a factor ring may have a structure that seems better than the original ring.
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Proof

31.6 Corollary

Proof

31.7 Definition

31.8 Example

31.9 Theorem

Proof
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This example indicates that the structure of a factor ring may seem worse than that of
the original ring. A

Every nonzero ring R has at least two ideals, the improper ideal R and the trivial
idea] {0}. For these ideals, the factor rings are R/R, which has only one element, and
R/[0}, which is isomorphic to R. These are uninteresting cases. Just as for a subgroup
of a group, a proper nontrivial ideal of a ring R is an ideal N ofR such that N 56 R and
N 7E {0}.

While factor rings of rings and integral domains may be of great interest, as the
above examples indicate, Corollary 31.6, which follows our next theorem, shows that a
factor ring of a field is really not useful to us.

If R is a ring with unity, and N is an ideal of R containing a unit, then N = R.

Let N be an ideal of R, and suppose that u e N for some unit u in R. Then the condition
rN g N for all r e R implies, ifwe take r = u‘1 and u e N, that l = 14-114 is in N. But
then rN g Nforallr e Rimpliesthatrl = risiaorallr e R, soN=R. O

A field contains no proper nontrivial ideals.

Since every nonzero element of a field is a unit, it follows at once from Theorem 31.5
that an ideal of a field F is either {0} or all of F. O

Maximal and Prime Ideals

We now consider the questions of when a factor ring is a field and when it is an inte-
gral domain. In our analogy between groups and rings, we noticed that ideals in rings
correspond to normal subgroups. Corollary 31.6 states that a field contains no proper
nontrivial ideals. In group theory, this corresponds to a group having no proper nontriv-
ial normal subgroups, that is, a simple group. Theorem 13.20 states that a factor group
G/H is simple if and only if H is a maximal normal subgroup of G. The following
definition is analogous to maximal normal subgroups.

A maximal ideal of a ring R is an ideal M different from R such that there is no proper
ideal N of R properly containing M. I

Let p be a prime positive integer. We know that Z/pZ is isomorphic to Zp. Forgetting
about multiplication for the moment and regarding Z/pZ and Z, as additive groups,
we know that Zr is a simple group, and consequently pZ must be a maximal normal
subgroup of Z by Theorem 13.20. Since Z is an abelian group and every subgroup is
a normal subgroup, we see that pZ is a maximal proper subgroup of Z. Since pZ is an
ideal of the ring Z, it follows that pZ is a maximal ideal of Z. We know that Z/pZ is
isomorphic to the ring Zp, and that Z, is actually a field. Thus Z/pZ is a field. This
illustrates the next theorem. A

(Analogue of Theorem 13.20) Let R be a commutative ring with unity. Then M is a
maximal ideal of R if and only ifR/M is a field.

We first assume that M is a maximal ideal in R. Since R is a commutative ring with
unity, so is R/M. Furthermore, since M 9E R, 0 + M 9E 1 +M and R/M is a nonzero
ring. Let (a + M) e R/M, with a 91 M, so that a + M is not the additive identity el-
ement of R/M. Suppose a + M has no multiplicative inverse in R/M. Then the set
(R/M) (a + M): {(r + M)(a + M) | (r + M) e R/M} does not contain 1 + M. We eas-
ily see that (R/M)(a + M) is an ideal of R/M. It is nontrivial because a ¢ M, and it is a
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proper ideal because it does not contain 1 + M. By Theorem 30.11, if y : R —> R/M is
the canonical homomorphism, then y_1[(R/M)(a + M)] is a proper ideal of R properly
containing M. But this contradicts our assumption that M is a maximal ideal, so a + M
must have a multiplicative inverse in R/M.

Conversely, suppose that R/M is a field. By Theorem 30.11, if N is any ideal of
R such that M C N C R and y is the canonical homomorphism of R onto R/M, then
y[N] is an ideal ofR/M with {(0 + M)} C YlN] C R/M. But this is contrary to Corol-
lary 31.6, which states that the field R/M contains no proper nontrivial ideals. Hence if
R/M is a field, then M is maximal. 9

Since Z/nZ is isomorphic to Zn and Z,l is a field if and only if n is a prime, we see that
the maximal ideals of Z are precisely the ideals pZ for prime positive integers p. A

A commutative ring with unity is a field if and only if it has no proper nontrivial ideals.

Corollary 31.6 shows that a field has no proper nontrivial ideals.
Conversely, if a commutative ring R with unity has no proper nontrivial ideals, then

{0} is a maximal ideal and R/{O}, which is isomorphic to R, is a field by Theorem 31.9.
9

We now turn to the question of characterizing, for a commutative ring R with unity,
the ideals N ;E R such that R/N is an integral domain. The answer here is rather obvi-
ous. The factor ring R/N will be an integral domain if and only if (a + N)(b + N) = N
implies that either

a+N=N or b+N=N.

This is exactly the statement that R/N has no divisors of 0, since the coset N plays
the role of 0 in R/N. Looking at representatives, we see that this condition amounts to
saying that ab 6 N implies that either a e N or b e N.

All ideals of Z are of the form nZ. For n = 0, we have nZ = {0}, and Z/ [0} 2 Z, which
is an integral domain. For n > 0, we have Z/nZ 2 Z,l and Z, is an integral domain
if and only if n is a prime. Thus the nonzero ideals nZ such that Z/nZ is an integral
domain are of the form pZ, where p is a prime. Of course, Z/pZ is actually a field, so
that pZ is a maximal ideal of Z. Note that for a product rs of integers to be in pZ, the
prime p must divide either r or s. The role of prime integers in this example makes the
use of the word prime in the next definition more reasonable. A

An ideal N 7E R in a commutative ring R is a prime ideal if ab 6 N implies that either
aeNorbeNfora,beR. I

Note that {0} is a prime ideal in Z, and indeed, in any integral domain.

Note that Z x {0} is a prime ideal of Z x Z, for if (a, b)(c,d) e Z x {0}, then we must
havebd = Oin Z. This implies thateitherb = Oso (a,b) e Z x {0} 0rd = Oso (c,d) e
Z x {0}. Note that (Z x Z)/(Z x {0}) is isomorphic to Z, which is an integral domain.

A

Our remarks preceding Example 31.12 constitute a proof of the following theorem,
which is illustrated by Example 31.14.

Let R be a commutative ring with unity, and let N ;E R be an ideal in R. Then R/N is an
integral domain if and only ifN is a prime ideal in R.
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Every maximal ideal in a commutative ring R with unity is a prime ideal.

IfM is maximal in R, then R/M is a field, hence an integral domain, and therefore M is
a prime ideal by Theorem 31.15. 9

The material that has just been presented regarding maximal and prime ideals is
very important and we shall be using it quite a lot. We should keep the main ideas well
in mind. We must know and understand the definitions of maximal and prime ideals and
must remember the following facts that we have demonstrated.

For a commutative ring R with unity:

1. An ideal M of R is maximal if and only ifR/M is a field.
2. An ideal N of R is prime if and only ifR/N is an integral domain.
3. Every maximal ideal of R is a prime ideal.

Prime Fields

We now proceed to show that the rings Z and Z,l form foundations upon which all rings
with unity rest, and that Q and Zn perform a similar service for all fields. Let R be any
ring with unity 1. Recall that byn-l we mean l+l+-~+l forn summands for
n > 0, and (—1)+ (—1) + - - - + (—1) for |n| stunmands forn < 0, while n - l = 0 for
n = 0.

IfRisaring with unity 1,then the mapq) : Z —> Rgivenby

(#0!) = n - 1
forn e Z is ahomomorphism of Z into R.

Observethat

¢<n+m>=<n+m)-1=(n-1)+(m-1)=¢(n)+¢(m).
The distributive laws inR show that

(1+1+---+1)(1+1+---+1)=(1+1+---+1).
n summands In summands nm summands

Thus (n- 1)(m- 1) = (nm)- 1 for n,m > 0. Similar arguments with the distributive
laws show that for all n, m e Z, we have

(n -1)(m - 1) = (nm) - 1.

Thus

mm = (um) . 1 = (n - 1)(m- 1) = ¢(n)¢(m). 0
Let R be a ring with unity. If R has characteristic n > 1, then R contains a subring
isomorphic to Zn. IfR has characteristic 0, then R contains a subring isomorphic to Z.

The map (1) : Z ——> R given by ¢(m) = m - 1 for m e Z is a homomorphism by Theo-
rem 3l.l7. The kernel must be an ideal in Z. All ideals in Z are of the form sZ for some
r e Z. By Theorem 23.14 we see that if R has characteristic n > 0, then the kernel of q)
is nZ. Then the image ¢[Z] 5 R is isomorphic to Z/nZ : Z”. If the characteristic of R
is 0, then m - 1 9E 0 for all m ¢ 0, so the kernel of¢ is {0}. Thus, the image ¢[Z] 5 R
is isomorphic to Z. O



254 PartVI

31.19 Theorem

31.20 Definition

31.21 Definition

31.22 Example

31.23 Example

31.24 Theorem

31.25 Theorem

Constructing Rings and Fields

A field F is either of prime characteristic p and contains a subfield isomorphic to 2,, or
of characteristic 0 and contains a subfield isomorphic to Q.

If the characteristic of F is not 0, the above corollary shows that F contains a subring
isomorphic to Zn. Then I: must be a prime p, or F would have 0 divisors. If F is of
characteristic 0, then F must contain a subring isomorphic to Z. In this case Corollaries
26.9 and 26.10 show that F must contain a field of quotients of this subring and that this
field of quotients must be isomorphic to Q. 9

Thus every field contains either a subfield isomorphic to 2,, for some prime p or a
subfield isomorphic to Q. These fields Zp and Q are the fundamental building blocks on
which all fields rest.

The fields Z, and Q are prime fields. I

Ideal Structure in F[x]

Throughout the rest of this section, we assume that F is a field. We give the next defi-
nition for a general commutative ring R with unity, although we are only interested in
the case R = F[x]. Note that for a conunutative ring R with unity and a e R, the set
{m | r e R} is an ideal in R that contains the element a.

If R is a commutative ring with unity and a e R, the ideal {ra | r e R} of all multiples
of a is the principal ideal generated by a and is denoted by (a). An ideal N of R is a
principal ideal ifN = (a) for some a e R. I

Every ideal of the ring Z is of the form nZ, which is generated by n, so every ideal of Z
is a principal ideal. A

The principal ideal (x) in F[x] consists of all polynomials in F[x] having zero constant
term. A

The next theorem is another simple but very important application of the divi-
sion algorithm for F[x]. (See 'Iheorem 28.2.) The proof of this theorem is to the di-
vision algorithm in F[x] as the proof that a subgroup of a cyclic group is cyclic is to the
division algorithm in Z.

If F is a field, every ideal in F[x] is principal.

Let N be an ideal of F[x]. IfN = {0}, then N = (0). Suppose that N ¢ {0}, and let g(x)
be a nonzero element of N of minimal degree. If the degree of g(x) is 0, then g(x) e F
and is a unit, so N = F[x] = (l) by Theorem 31.5, so N is principal. If the degree of
g(x) is 21, letf(x) be any element ofN. Then by Theorem 28.2,f(x) = g(x)q(x) + r(x),
where r(x) = 0 or (degree r(x)) < (degree g(x)). Nowf(x) e N and g(x) e N imply that
f(x) — g(x)q(x) = r(x) is in N by definition of an ideal. Since g(x) is a nonzero element
of minimal degree in N, we must have r(x) = 0. Thus f(x) = g(x)q(x) and N = (g(x)).

0

We can now characterize the maximal ideals ofF[x]. This is a crucial step in achiev-
ing our basic goal: to show that any nonconstant polynomialf(x) in F[x] has a zero in
some field E containing F.

An ideal (p(x)) 75 {0} of F[x] is maximal if and only ifp(x) is irreducible over F.
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Suppose that (p(x)) 9E {0} is a maximal ideal of F[x]. Then (p(x)) 9E F[x], so p(x) ¢ F.
Letp(x) =f(x)g(x) be a factorization ofp(x) in F[x]. Since (p(x)) is a maximal ideal and
hence also a prime ideal, (f(x)g(x)) e (p(x)) implies that f(x) 6 (p(x)) or g(x) e (p(x));
that is, eitherf(x) or g(x) has p(x) as a factor. But then we can’t have the degrees of both
f(x) and g(x) less than the degree ofp(x). This shows that p(x) is irreducible over F.

Conversely, if p(x) is irreducible over F, suppose that N is an ideal such that
(p(x)) g N g F[x]. Now N is a principal idea] by Theorem 31.24, so N = (g(x)) for
some g(x) e N. Then p(x) e N implies that p(x) = g(x)q(x) for some q(x) e F[x]. But
p(x) is irreducible, which implies that either g(x) or q(x) is of degree 0. If g(x) is of de-
gree 0, that is, a nonzero constant in F, then g(x) is a unit in F[x], so (g(x)) = N = F[x].
Ifq(x) is of degree 0, then q(x) = c, where c e F, and g(x) = (l/c)p(x) is in (p(x)), so
N = (p(x)). Thus (p(x)) C N C F[x] is impossible, so (p(x)) is maximal. 9

Example 28.10 shows that 13 + 3x + 2 is irreducible in 25m, so Zs[x]/(13 + 3x + 2)
is a field. Similarly, Theorem 27.11 shows that x2 — 2 is irreducible in Q[x], so Q[x]/
(x2 — 2) is a field. We shall examine such fields in more detail later. A

Application to Unique Factorization in F[x]

In Section 28, we stated without proof Theorem 31.27, which follows. (See Theo-
rem 28.19.) Assuming this theorem, we proved in Section 28 that factorization of poly-
nomials in F[x] into irreducible polynomials is unique, except for order of factors and
units in F. We delayed the proof of Theorem 31.27 until now since the machinery we
have developed enables us to give such a simple proof. This proof fills the gap in our
proof of unique factorization in F[1:].

Let p(x) be an irreducible polynomial in F[x]. If p(x) divides r(x)s(x) for r(x),s(x) e
F[x], then either p(x) divides r(x) or p(x) divides r(x).

Suppose p(x) divides r(x)s(x). Then r(x)s(x) e (p(x)), which is maximal by Theo-
rem 31.25. Therefore, (p(x)) is a prime ideal by Corollary 31.16. Hence r(x)s(x) e (p(x))
implies that either r(x) e (p(x)), giving p(x) divides r(x), or that r(x) e (p(x)), giving
p(x) divides r(x). 9

A Preview of Our Basic Goal

We close this section with an outline of the demonstration in Section 39 of our basic
goal. We have all the ideas for the proof at hand now; perhaps you can fill in the details
from this outline.

Basic goal: Let F be a field and letf(x) be a nonconstant polynomial in F[x]. Show
that there exists a field E containing F and containing a zero a off(x).

Outline of the Proof

1. Let p(x) be an irreducible factor off(x) in F[x].
2. Let E be thefield F[x]/(p(x)). (See Theorems 31.25 and 31.9.)
3. Show that no two different elements of F are in the same coset of F[x]/ (p(x)) ,

and deduce that we may consider F to be (isomorphic to) a subfield of E.
4. Leta be the coset x + (p(x)) in E. Show that for the evaluation

homomorphism (1),, : F[x] —> E, we have q)”, (f(x)) = 0. That is, a is a zero of
f(x) in E.
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An example of a field constructed according to this outline is given in Section 39.
There, we give addition and multiplication tables for the field Z2[x]/(xZ + x + 1). We
show there that this field has just four elements, the cosets

0+ (x2 +x+1), 1+ (x2 +x+1), x+ (x2 +x+ 1),
d

an (x+l)+(x2+x+l).
We rename these four cosets 0, 1, 0t, and a + 1 respectively, and obtain Tables 39.21
and 39.22 for addition and multiplication in this 4-e1ement field. To see how these tables
are constructed, remember that we are in a field of characteristic 2, so that a + a =
a(l + l) = a0 = 0. Rememberalsothatot is azeroofx2 +x+ l, sothatal2 +0! +1 =
0 and consequently 0:2 = —a - 1 = at + l.

I EXERCISES 31

Computations

1. Find all prime ideals and all maxima1 ideals of 26.
2. Find all prime ideals and all maximal ideals of 212.
3. Find all prime ideals and all maximal ideals ofza x 22.
4. Find all prime ideals and all maximal ideals og x Z4.
5. Find all c e Z3 such that Z3 [x]/ (.7:2 + c) is a field.
6. Find all c e Z3 such that Z3[x]/(x3 + x2 + c) is a field.
7. Find all c e Z3 such that Z3[x]/(x3 + cx2 + 1) is a field.
8. Find all c e 25 such that Z5[x]/(.7c2 + x + c) is a field.

9. Find all c e 25 such that Z5[x]/(x2 + cx + l) is a field.

Concepts

In Exercises 10 through 13, correct the definition of the italicized term without reference to the text, if correction
is needed, so that it is in a form acceptable for publication.

10. A maximal ideal of a ring R is an ideal that is not contained in any other ideal ofR.
11. A prime ideal of a commutative ring R is an ideal of the form pR = {prl r e R} for some prime p.
12. A primefield is a field that has no proper subfields.
13. A principal ideal of a commutative ring with unity is an ideal N with the property that there exists a e N such

that N is the smallest ideal that contains a.
14. Determine whether each of the following is true or false.

a. Every prime ideal of every commutative ring with unity is a maximal ideal.
b. Every maximal ideal of every commutative ring with unity is a prime ideal.
c. Q is its own prime subfield.
d. The prime subfield of C is R.
e. Every field contains a subfield isomorphic to a prime field.
f. A ring with zero divisors may contain one of the prime fields as a subring.
g. Every field of characteristic zero contains a subfield isomorphic to Q.
h. Let F be a field. Since F[x] has no divisors of 0, every ideal of F[x] is a prime ideal.

i. Let F be a field. Every ideal of F[x] is a principal ideal.
j. Let F be a field. Every principal ideal of F[x] is a maximal ideal.

15. Find a maximal ideal of Z x Z.
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16. Find a prime ideal of Z x Z that is not maximal.
17. Find a nontrivial proper ideal of Z x Z that is not prime.
18. Is Q[x]/(x2 — 5x + 6) a field? Why?
19. Is Q[x]/(x2 — 6x + 6) a field? Why?

Proof Synopsis
20. Give a one- or two-sentence synopsis of “only if” part of Theorem 31.9.
21. Give a one- or two-sentence synopsis of “if” part of Theorem 31.9.
22. Give a one- or two-sentence synopsis of Theorem 31.24.
23. Give a one- or two-sentence synopsis of the “only if" part of Theorem 31.25.

Theory

24. Give an example ofan ideal in Q[x, y] that is not a principal ideal. Conclude that ifR is an integral domain with
the property that every ideal in R is principal, it does not follow that every ideal in R[x] is a principal ideal.

25. Prove that if R is a commutative ring with unity and a e R, then (a) = {ra | r e R} is an ideal in R.
26. Let R be a finite commutative ring vn'th unity. Show that every prime ideal in R is a maximal ideal.
27. Corollary 31.18 tells us that every ling with unity contains a subring isomorphic to either Z or some Zn. Is it

possible that a ring vn'th unity may simultaneously contain two subrings isomorphic to Zn and Z," for n 7E m?
If it is possible, give an example. If it is impossible, prove it.

28. Continuing Exercise 27, is it possible that a ring with unity may simultaneously contain two subrings isomor-
phic to the fields Zp and Z, for two different primes p and q? Give an example or prove it is impossible.

29. Following the idea of Exercise 28, is it possible for an integral domain to contain two subrings isomorphic to
Zp and Z, forp 9e q and p and q both prime? Give reasons or an illustration.

30. Prove directly from the definitions of maximal and prime ideals that every maximal ideal of a commutative ring
R with unity is a prime ideal. [Hint Suppose M is maximal in R, ab 6 M, and a ¢ M. Argue that the smallest
ideal [ra + m | r e R, m e M} containing a and M must contain 1. Express 1 as m + m and multiply by b.]

31. Show that N is a maximal ideal in a ring R if and only ifR/N is a simple ring, that is, it is nontrivial and has
no proper nontrivial ideals. (Compare with Theorem 13.20.)

32. Prove that if F is a field, every proper nontrivial prime ideal of F[x] is maximal.
33. Let F be a field andf(x), g(x) e F[x]. Show thatf(x) divides g(x) if and only if g(x) 6 (f(x)).

34. Let F be a field and letf(x), g(x) e F[1:]. Show that

N = {r(x)f(x) + 30030:) | r(X).-r(x) e F[xll

is an ideal of F[x]. Show that iffix) and g(x) have different degrees and N aé F[x], thenf(x) and g(x) cannot
both be irreducible over F.

35. Use Theorem 31.24 to prove the equivalence of these two theorems:
Fundamental Theorem of Algebra: Every nonconstant polynomial in C[x] has a zero in C.
Nullstellensatz for C[x]: Let f1(x), . - - ,f,(x) e C[x] and suppose that every 0: e C that is a zero of all r of
these polynomials is also a zero of a polynomial g(x) in C[x]. Then some power ofg(x) is in the smallest ideal
of C[x] that contains the r polynomialsf1 (x), - - . ,f,(x).

There is a sort of arithmetic of ideals in a ring. The next three exercises define sum, product, and quotient of ideals.

36. HA andB are ideals ofaringR, the sumA +B ofA and B is definedby

A+B={a+b|aeA,beB}.

a.ShowthatA+Bisanideal. hShowthatAgA+BandB§A+li
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37. LetA and B be ideals of a ring R. The product AB ofA and B is defined by
7'

AB: {Zaibilai €A,bi EB,n 6 2+].
i=1

a. Show thatAB is an ideal in R. b. Show that AB 9 (A n B).

38. Let A and B be ideals of a commutative ring R. The quotient A : B ofA by B is defined by

A:B={reR|rbeAforallbeB}.
Show thatA : B is an ideal of R.

39. Show that for a field F, the set S of all mattices of the form

(3 3)
for a,b e F is a right ideal but not a left ideal of M2(F). That is, show that S is a subring closed under
multiplicafion on the light by any element of M2(F), but is not closed under left mulfiplicafion.

40. Show that the matrix ring M2(Z2) is a simple ring; that is, M2(Zz) has no proper nontrivial ideals.

-TNONCOMMUTATIVE EXAMPLES

Thus far, the only example we have presented ofa ring that is not commutative is the ring
M,.(F) of all n x n matrices with entries in a field F. We shall do almost nothing with
noncommutative rings and strictly skew fields. To show that there are other important
noncommutative rings occurring very naturally in algebra, we give several examples of
such rings.

Rings of Endomorphisms
Let A be any abelian group. A homomorphism ofA into itself is an endomorphism of
A. Let the set of all endomorphisms ofA be End(A). Since the composition of two ho-
momorphisms ofA into itself is again such a homomorphism, we define multiplication
on End(A) by function composition, and thus multiplication is associative.

To define addition, for ¢, 1/; e End(A), we have to describe the value of (¢ + 1/!) on
each a e A. Define

(¢ + 1/001) = ¢(a) + Wu)-
Since

(¢+¢)(a+b)=¢(a+b)+1/I(a+b)
= [¢(a) + ¢(b)] + [I/I(a) + 1/;(b)]
= [¢(a) + 1/1(a)] + [¢(b) + 1/;(b)]
= (¢ + 1/!)(a) + (¢ + 100?)

we see that (I: + w is again in End(A).
Since A is commutative, we have

(45 + 1/!)(a) = (W!) + 10(0) = 1/I(a) + ¢(a) = (III + 40(0)

f This section is not used in the remainder of the text.
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for all a e A, so ¢ + 11! = ¢ + ¢ and addition in End(A) is commutative. The associa-
tivity of addition follows from

[¢ + (¢ + 9)](a) = ¢(a) + [(1]! + 60(0)]
= ¢(a) + [1/I(a) + 9(a)]
= [¢(a) + 1/I(a)] + 9(a)
= (¢ + 1/!)(0) + 9(a)
= [(¢ + II!) + 91(0)-

If e is the additive identity ofA, then the homomorphism 0 defined by

0(a) = e

for a e A is an additive identity in End(A). Finally, for

()3 e End(A),
—¢ defined by

(-4000 = -¢(a)
is in End(A), since

(-¢)(a + b) = -¢(0 + b) = -[¢(a) + ¢(b)]
= -¢(a) - (W?) = (-400!) + (-¢)(b),

and 45 + (—¢) = 0. Thus (End(A), +) is an abelian group.
Note that we have not yet used the fact that our functions are homomorphisms

except to show that ¢ + 1/! and —¢ are again homomorphisms. Thus the set A‘ of all
fimctions fromA intoA is an abelian group under exactly the same definition of addition,
and, of course, frmction composition again gives a nice associative multiplication in AA .
However, we do need the fact that these functions in End(A) are homomorphisms now to
prove the left distributive law in End(A). Except for this left distributive law, (A‘, +, -)
satisfies all the axioms for a ring. Let ¢, Ill, and 9 be in End(A), and let a e A. Then

(9(¢ + Ili))(a) = 9((¢ + 1/!)(a)) = 9(¢(a) + 1/r(a))-
Since 0 is a homomorphism,

0(¢(a) + I/I(a)) = 0015(0)) + 00/40))
= (0¢)(a) + (91/!)(0)
= 09¢ + 01/001)-

Thus 0(¢ + III) = 045 + 01p. The right distributive law causes no trouble, even in A‘,
and follows from

((11! + 9)¢)(a) = (1/1 + 0)(¢(a)) = ¢r(¢(a)) + 0(¢(a))
= (1/I¢)(a) + (0¢)(a) = (1M + 0¢)(a)~

Thus we have proved the following theorem.

The set End(A) of all endomorphisms of an abelian group A forms a ring under homo-
morphism addition and homomorphism multiplication (function composition).

Again, to show relevance to this section, we should give an example showing that
End(A) need not be commutative. Since function composition is in general not commu-
tative, this seems reasonable to expect. However, End(A) may be commutative in some
cases. Indeed, Exercise 15 asks us to show that End((Z, +)) is commutative.
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Consider the abeliau group (Z X Z, +) discussed in Section 9. It is straightforward to
verify that two elements of End((Z x Z, +)) are ¢ and 1/! defined by

¢((m,n)) = (m + m0) and t/r((m,n)) = (0m).
Note that ¢ maps everything onto the first factor of Z x Z, and all collapses the first
factor. Thus

(W’Xmm) = 1/I(m + m0) = (0,0)
while

(¢¢)(m,n) = ¢(0,n) = (m0)-
Hence 431/1 96 10¢. A

Let F be a field of characteristic zero, and let (F[x], +) be the additive group of the ring
F[x] of polynomials with coefficients in F. For this example, let us denote this additive
group by F[x], to simplify this notation. We can consider End(F[x]). One element of
End(F[x]) acts on each polynomial in F[x] by multiplying it by x. Let this endomor-
phism be X, so

X(ao+a1x+a2x2+---+a..X") =tzox+alx2+azr3 +--- +a»X"+'.
Another element of End(F[x]) is formal differentiation with respect to x. (The familiar
formula “the derivation of a sum is the sum of the derivatives” guarantees that differen-
tiation is an endomorphism of F[x].) Let Y be this endomorphism, so

Y(ao+a1x+a2x2 +---+a,.x") =a1+2azx+---+na..x"“.
Exercise 17 asks us to show that YX — XY = 1, where l is unity (the identity map) in
End(F[x]). Thus XY 5E YX. Multiplication of polynomials in F[x] by any element of F
also gives an element of End (F[x]). The subring of End(F[x]) generated by X and Y
and multiplications by elements of F is the Weyl algebra and is important in quantum
mechanics. A

Group Rings and Group Algebras
Let G = {g | i e I} be any group written multiplicatively and let R be any commutative
ring with nonzero unity. Let RG be the set of all formal sum.

2aigi
is!

for a.~ e R and g,- e G, where all but a finite number of the a,- are 0. Define the sum of
two elements of R6 by

(Zaigi) + (Zbigi) = :01: + bi)gi-
ieI is! is]

Observe that (a,- + b,-) = 0 except for a finite number of indices i, so 2:5,(11; + b,-)g,- is
again in R6. It is immediate that (R6, +) is an abelian group with additive identity
2i6108i~

Multiplication of two elements of R6 is defined by the use of the multiplications in
G and R as follows:

(Eaigi) ( El: bigi) = g (SJ-#2:!“ “jbk)gi-

Naively, we formally distribute the sum Eigaig; over the sum Zielbig; and rename a
term ajgjbkgk by ajbkgi where gjgk = g,- in G. Since a,- and b,- are 0 for all but a finite
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number of i, the sum 2wm=giajbk contains only a finite number of nonzero summands
ajbk e R and may thus be viewed as an element of R. Again, at most a finite number of
such sums Egm=giajbk are nonzero. Thus multiplication is closed on RG.

The distributive laws follow at once from the definition of addition and the
formal way we used distributivity to define multiplication. For the associativity of
multiplication

(g....)[(;....)(z....)] = (2%»s Z We]ieI iel ieI 8j8k=8i

=2( 2 ahbjCk)gi
iel 8h8j8k= i

= [fl 2 ...,,.)...](z..)iel g.g,~=g.- i6]

= [(Zaigi) (Z17:31)] (Zcigi)-
is: is] iel

Thus we have proved the following theorem.

If G is any group written multiplicatively and R is a commutative ring with nonzero
unity, then (RG, +, -) is a ring.

Corresponding to each g e G, we have an element 1g in RG. If we identify (rename)
lg with g, we see that (RG, -) can be considered to contain G naturally as a multiplicative
subsystem. Thus, if G is not abelian, RG is not a commutative ring.

The ring RG defined above is the group ring of G over R. If F is a field, then FG is the
group algebra of G over F. I

Let us give the addition and multiplication tables for the group algebra 226, where
G = {e, a} is cyclic of order 2. The elements of ZZG are

0e+0a, 0e+1a, 1e+0a, and le+1a.

If we denote these elements in the obvious, natural way by

0, a, e, and e+a.

32.7 Thble 32.8 Table

+ 0 a e e+a 0 e+a

0 0 a e e+a 0 0 0 0

a a 0 e+a e a 0 e a e+a

e e e+a 0 a e 0 a e e+a
e+a e+a e a 0 e+a 0 e+a e+a 0

respectively, we get Tables 32.7 and 32.8. For example, to see that (e + a)(e + a) = 0,
we have

(le+la)(le+la)=(l+1)8+(1+1)a=06+00.

This example shows that a group algebra may have 0 difisors. Indeed, this is usually
the case. A
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The Quaternions

We have not yet given an example of a noncommutative division ring. The quaternions
of Hamilton are the standard example of a strictly skew field; let us describe them.

I HISTORICAL NOTE

Sir William Rowan Hamilton (1805—1865) dis-
covered quaternions in 1843 while he was

searching for a way to multiply number triplets
(vectors in R3). Six years earlier he had devel-
oped the complex numbers abstractly as pairs (a, b)
of real numbers with addition (a, b) + (a' + b’) =
(a + a’, b + b’) and multiplication (a, b)(a’b’) =
(aa’ — bb’,ab’ + a’b); he was then looking for an
analogous multiplication for 3-vectors that was
distributive and such that the length of the product
vector was the product of the lengths of the fac-
tors. After many unsuccessful attempts to multiply
vectors of the form a + bi + cj (where 1, i, j are
mutually perpendicular), he realized while walking

along the Royal Canal in Dua on October 16,
1843, that he needed a new “imaginary symbo "
k to be perpendicular to the other three elements.
He could not “resist the impulse . . .to cut with a
lmife on a stone of Brougham Bridge” the fun-
damental defining formulas for multiplying these
quaternions.

The quaternions were the first known exam-
ple of a strictly skew field. Though many others
were subsequently discovered, it was eventually
noted that none were finite. In 1909 Joseph Henry
Maclagan Wedderbum (1882—1948), then a pre-
ceptor at Princeton University, gave the first proof
of Theorem 32.10.

Letthe setH,forHamilton,belRlxR. Now (RXRXRXR,+) isa
group under addition by components, the direct product of R under addition with itself
four times. This gives the operation of addition on 11-11. Let us rename certain elements of
H. We shall let

1 = (1,0, 0, 0), i: (0,1,0,0),
j = (0, 0,1, 0), and k = (0, 0,0,1).

We furthermore agree to let

a1 = (a1,0,0,0), azi = (0,a2,0,0),

“3i = (0. 0, as, 0) and a4k = (0, 0, 0, a4).

In view of our definition of addition, we then have

(a1.az.as, a4) = a1 + azi + agj + a4k.
Thus

(a1 + azi + (131' + a4k) + (b1 + bzi + bgi + Ink)

= (a1 + b1) + (a2 + bz)i + (a3 + b3» + (a4 + b4)k.
We now give Hamilton’s fundamental formulas for multiplication in 11-11, We start by

defining

1a=a1=a for dell-11,

i2=j2=k2=—1,
and

ij=k, jk=i, ki=j, ji=—k, kj=—i, and ik=—j.
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Note the similarity with the so-called cross product of vectors. These formulas are easy
to remember if we think of the sequence

i,j, k, i,j, k.

The product from left to right of two adjacent elements is the next one to the right. The
product from right to left of two adjacent elements is the negative of the next one to the
left. We then define a product to be what it must be to make the distributive laws hold,
namely,

(a1 + azi + uy' + a4k)(b1 + bzi + bgi + bak)
= (111171 - azbz - asba - 04b4)+(¢11b2 + azbl + (13114 - 04b3)i

+ ((11173 - £12174 + asbl + (14172»
+ (011,4 + azbs - asbz + (1417016-

Exercise 19 shows that the quaternions are isomorphic to a subring of M2(C), so
multiplication is associative. Since ij = k andji = —k, we see that multiplication is not
commutative, so H is definitely not a field. Turning to the existence of multiplicative
inverses, let a = a1 + azi + a3j + a4k, with not all a; = 0. Computation shows that

(a1 + azi + ay' + km — azi — aai — cur) = a} + a} + a} + af-
If we let

|a|2 = al2 + azz + a32 + (142 and a = a; — azi — agi — a4k,

we see that

i _ i (a) (3),; (14),:
Ial2 _ Ial2 Ial2 Ial2 Ial2

is a multiplicative inverse for a. We have demonstrated the following theorem.

32.9 Theorem The quatemions lHI form a strictly skew field under addition and multiplication. 0

Note that G = {:|:1, :|:i, :|:j, :|:k} is a group of order 8 under quaternion multiplica-
tion. This group is generated by i and j, where

14:1, j2=i2 and ji=i3j.

The group G is not cyclic. Recall that Corollary 28.7 states that if F is a field and H is
a finite subgroup of the multiplicative group F‘, then H is cyclic. This example shows
that Corollary 28.7 cannot be generalized to skew fields.

There are no finite strictly skew fields. This is the content of a famous theorem of
Wedderbum, which we state without proof.

32.10 Theorem (Wedderbum’s Theorem) Every finite division ring is a field.

Proof See Artin, Nesbitt, and Thrall [24] for a proof of Wedderbum’s theorem. 0

I EXERCISES 32

Computations

In Exercises 1 through 3, let G = {e, a, b} be a cyclic group of order 3 with identity element e. Write the element
in the group algebra Z50 in the form

re+sa+tb for r,s,teZs.
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1. (2e+3a+0b)+(4e+2a+3b) 2-(Ze+3a+0b)(4e+2a+3b) 3.(3e+3a+3b)4
In Exercises 4 through 7, write the element of H in the form (1] + azi + (131' + a4k for a,- e R.

4 (i+3n(4+2j—k) 5- i2j3lq'i5
a (1' +1)“ 7. [(1 + 3i)(4j + 3101-1
8. Referring to the dihedral group D3 = {l, p, p2, u, up, upz} as defined in Section 4, compute the product

9.

(o: + 1p + 0022) + 0n + 1(up) + 1(up2))(lt + 1p + 0(p2) + 1n + 0w») + um?»
in the group ring ZzD3.
Find the center of the group (ll-1P, -), where H" is the set of nonzero quatemions.

Concepts
10.

ll.

12.

Find two subsets of ]H[ different from C and from each other, each of which is a field isomorphic to C under
the induced addition and multiplication from H.
Determine whether each of the following is true or false.
a. M..(F) has no divisors of 0 for any n and any field F.
l). Every nonzero element ofM2(Zz) is a unit.
c. End(A) is always a ring m'th unity 9E 0 for every abelian group A.
d. End(A) is never a ring with unity aé 0 for any abelian group A.
e. The subset Iso(A) of End(A), consisting of the isomorphisms of A onto A, forms a subring of End(A) for

every abelian group A.
f. R(Z, +) is isomorphic to (Z, +, -) for every commutative ring R with unity.
g. The group ring R6 of an abelian group G is a commutative ring for any commutative ring R with unity.
h. The quatemions are a field.
i. (ll-1*, -) is a group where BI" is the set of nonzero quatemions.
j. No subring of ]H[ is a field.
Show each of the following by giving an example.
a. A polynomial of degree n with coefficients in a strictly skew field may have more than n zeros in the skew

field.
I). A finite multiplicative subgroup of a strictly skew field need not be cyclic.

Theory

l3.

14.

15.

l6.
17.
18.
19.

Let (I; be the element ofEnd((Z x Z, +)) given in Example 32.2. That example showed that d: is a right divisor
of 0. Show that ¢ is also a left divisor of 0.
Show that M20") has at least six units for every field F. Exhibit these units. [Hintz F has at least two elements,
0 and 1.]
Show that End ((Z, +)) is naturally isomorphic to (Z, +, -) and that End((Zn, +)) is naturally isomorphic to
(Zn. +, -).
Show that End((Zz x Z2, +)) is not isomorphic to (Z2 X Zq, +, -).
Referring to Example 32.3, show that YX — XY = 1.
If G = {e}, the group of one element, show that R6 is isomorphic to R for any ring R.
There exists a matrix K e M2(C) such that 4: : H —> M2(C) defined by

. . l 0 0 l 0 i¢(a+bt+c‘]+dk) =a[o 1]+b[—1 0] +c[i 0] +dK,

for all a, b, c,d e R, gives an isomorphism of H with ¢[]HI].
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8. Find the matrix K.
I). What 8 equations should you check to see that ¢ really is a homomorphism?
c. What other thing should you check to show that ¢ gives an isomorphism of H with «fill-ll]?

20. LetRbearingwithunity, leta e R, andletAa : R —> Rbegivenby

MAX) = ax
forx e R.
a. Show that A“ is an endomorphism of (R, +).
I). Show thatR’ = {An la 5 R} is a subring of End((R, +)).
c. Prove the analogue of Cayley’s theorem for R by showing that R’ of (b) is isomorphic to R.
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VECTOR SPACES
The notions of a vector space, scalars, independent vectors, and bases may be familiar.
In this section, we present these ideas where the scalars may be elements of any field.
We use Greek letters like a and )3 for vectors. In our application, the vectors will be
elements of a field E containing field F. The proofs are all identical with those often
given in a first course in linear algebra.

Definition and Elementary Properties

The topic of vector spaces is the cornerstone of linear algebra. Since linear algebra is not
the subject for study in this text, our treatment of vector spaces will be brief, designed
to develop only the concepts of linear independence and dimension that we need for our
development of field theory.

The terms vector and scalar are probably familiar from calculus. Here we allow
scalars to be elements of any field, not just the real numbers, and develop the theory by
axioms just as for the other algebraic structures we have studied.

Let F be a field. A vector space over F (or F-vector space) consists of an abelian group
V under addition together with an operation of scalar multiplication of each element of
V by each element of F on the left, such that for all a, b e F and a, )3 e V the following
conditions are satisfied:

git an: e V.
% a(ba) = (abh-
% (a + b)a = (aa) + (bu).
% a(a + fl) = (an!) + (afi).
W5. lat = a.

The elements of V are vectors and the elements of F are scalars. When only one field
F is under discussion, we drop the reference to F and refer to a vector space. I

Note that scalar multiplication for a vector space is not a binary operation on one
set in the sense we defined it in Section 1. It associates an element an: of V with each

267
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ordered pair (a, 41), consisting of an element a of F and an element a of V. Thus scalar
multiplication is afunction mapping F X V into V. Both the additive identity for V, the
0-vector, and the additive identity for F, the 0-scalar, will be denoted by 0.

Consider the abelian group OR”, +) = R x R x . - . x R for n factors, which consists of
ordered n-tuples under addition by components. Define scalar multiplication for scalars
in R by

m =(ra1.--- .ran)

for r 6 IR and a = (a1, - - - , an) e R". With these operations, 1R" becomes a vector space
over R. The axioms for a vector space are readily checked. In particular, ]R2 = R X R as
a vector space over R can be viewed as all “vectors whose starting points are the origin
of the Euclidean plane” in the sense often studied in calculus courses. A

For any field F, F[x] can be viewed as a vector space over F, where addition of vectors
is ordinary addition of polynomials in F[x] and scalar multiplication act of an element
of F[x] by an element of F is ordinary multiplication in F[x]. The axioms W1 through
% for a vector space then follow immediately from the fact that F[x] is a ring with
unity. A

Let F be a subfield of the field E. Then E can be regarded as a vector space over F,
where addition of vectors is the usual addition in E and scalar multiplication act is the
usual field multiplication in E with a e F and a e E. The axioms follow at once from
the field axioms for E. Here our field of scalars is actually a subset of our space of
vectors. It is this example that is the important onefor us. A

We are assuming nothing about vector spaces from previous work and shall prove
everything we need from the definition, even though the results may be familiar from
calculus.

I HISTORICAL NOTE

he ideas behind the abstract notion of a vec-
tor space occurred in many concrete examples

during the nineteenth century and earlier. For ex-
ample, William Rowan Hamilton dealt with com-
plex numbers explicitly as pairs of real numbers
and, as noted in Section 32, also dealt with triples
and eventually quadruples of real numbers in his
invention of the quaternions. In these cases, the
“vectors” turned out to be objects that could both
be added and multiplied by scalars, using “reason-
able” rules for both of these operations. Other ex-
amples of such objects included differential forms
(expressions under integral signs) and algebraic in-
tegers.
Although Hermann Grassmann (1809—1877) suc-
ceeded in working out a detailed theory of n
dimensional spaces in his Die Lineale Ausdehnung
slehre of 1844 and 1862, the first mathemati-
cian to give an abstract definition of a vector

space equivalent to Definition 33.1 was Giuseppe
Peano (1858—1932) in his Calcalo Geametrico of
1888. Peano’s aim in the book, as the title indi-
cates, was to develop a geometric calculus. Ac-
cording to Peano, such a calculus “consists of a
system of operations analogous to those of al-
gebraic calculus, but in which the objects with
which the calculations are performed are, in-
stead of numbers, geometrical objects.” Curiously,
Peano’s work had no immediate effect on the math-
ematical scene. Although Hermann Weyl (1885—
1955) essentially repeated Peano’s definition in his
Space-lime-Matter of 1918, the definition ofa vec-
tor space did not enter the mathematical main-
stream until it was armounced for a third time
by Stefan Banach (1892—1945) in the 1922 pub-
lication of his dissertation dealing with what we
now call Banach spaces, complete normed vector
spaces.
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If V is a vector space over F, then 001 = 0,a0 = 0, and (—a)a = a(—a) = —(aa) for
all a e F anda e V.

The equation 00: = 0 is to be read “(0-sca1ar)ot = 0-vector." Likewise, a0 = 0 is to be
read “a(0-vector) = 0-vector.” The proofs here are very similar to those in Theorem 22.8
for a ring and again depend heavily on the distributive laws %'and 74. Now

(Out) = (0 +0)0t = (00!) + (00!)
is an equation in the abelian group (V, +), so by the group cancellation law, 0 = Oct.
Likewise, from

a0=a(0+0) =a0+a0,

we conclude that (10 = 0. Then

0 = Oct = (a + (-a))ot = act + (-a)a,

so (—a)oz = —(aot). Likewise, from

0 = a0 = (1(1): + (-0)) = act + a(——a),

we conclude that a(—a) = —(aa) also. 9

Linear Independence and Bases
Let V be a vector space over F. The vectors in a subset S = {01.- | i e I} of V span (or
generate) V if for every {3 e V, we have

13 = alai. + (1201.3 + - - - + anal".

for some a,- e F and 11,-]. e S,j = 1, - - - ,n. A vector 2;] “fail- is a linear combination
ot'the ”‘1';- I

In the vector space R" over R of Example 33.2, the vectors

(1.o,--- .0),(0.1.--- ,0).--- .(o,o.--- ,1)
clearly span R", for

(a1,a2.--- ,an) =a1(1.0.--- ,0)+az(0.1.--- .0)+---+an(0.0.--- .1)-

Also, the monomials x’" for m z 0 span F[x] over F, the vector space of Example 33.3.
A

A vector space V over a field F is finite dimensional if there is a finite subset of V
whose vectors span V. I

Example 33.7 shows that R" is finite dimensional. The vector space F[x] over F is
not finite dimensional, since polynomials of arbitrarily large degree could not be linear
combinations of elements of anyfinite set of polynomials. A

The next definition contains the most important idea in this section.

The vectors in a subset S = {01,- | i e I} of a vector space V over a field F are linearly
independent over F if, for any distinct vectors 01,-]. e S, coefficients aj e F, and n 6
2+, we have 27:, ajaij = 0 in V only if aj = 0 forj = l, - - - ,n. If the vectors are not
linearly independent over F, they are linearly dependent over F. I
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Thus the vectors in {an I i e I} are linearly independent over F if the only way the
O-vector can be expressed as a linear combination of the vectors ai is to have all scalar
coefficients equal to 0. If the vectors are linearly dependent over F, then there exist
aj e F forj = l, - - - ,n such that 23:1 ajaij = 0, where not all ai = 0.

Observe that the vectors spanning the space R" that are given in Example 33.7 are lin-
early independent over 1R. Likewise, the vectors in {1" | m 2 0} are linearly independent
vectors of F[3:] over F. Note that (1, —1), (2, 1), and (—3, 2) are linearly dependent in
R2 over R, since

7(1,—1)+(2,1)+3(—3,2) = (0,0) = 0. A

If V is a vector space over a field F, the vectors in a subset B = {fl | i e I} of V form a
basis for V over F if they span V and are linearly independent. I

As seen from Examples 33.7 and 33.11,

{(1,0,0,. . .,0),(0, 1,0,0, . . . ,0),. . .,(0,0, . . . ,0,1)}

is a basis for R" and
{1,x,x2, . . . }

is a basis for F[x] where F is a field. A

Let F be a field and p(x) e F[x] be a degree n 2 1 irreducible polynomial over F.
Theorems 31.9 and 31.25 imply that the factor ring

E = F[x]/ (p(x»
is a field. We can think of F as a subfield of E by identifying a e F with a + (p(x)) e E.
Example 33.4 shows that E is a vector space over F. The vectors

aj=xj+(p(x)) for Osjsn—l

are linearly independent since if

aoao + a1a1+ azdz + - - - + an—ldn—l = 0 e F[Xl/ 07(1)) .

then 1
no +a1x+azx2 +---+a,._1x"‘ e (p(x)).

Every polynomial in (p(x)) except the zero polynomial has degree at least n. Thus each
coeflicient a; is zero and the vectors «0,011,. . . ,an_1 form an independent set. 0n the
other hand, given any polynomialf(x) e F[x], the division algorithm implies thatf(x) +
(p(x)) = g(x) + (p(x)) for some polynomial g(x) where either g(x) = 0 or the degree of
g(x) is less than n. It follows that the vectors

“Oral, . - . ran—1

span E and therefore form a basis for E.
Looking back at this example, it is not necessary for p(x) to be an irreducible poly-

nomial. The field F can be thought of as a snbring of the commutative ring with unity
E = F[x]/ (p(x)) and all the axioms of a vector space follow from the properties of a
ring and the fact that the unity in F and the unity in E are the same. A

Dimension

The only other results we wish to prove about vector spaces are that every finite-
dimensional vector space has a basis, and that any two bases of a finite-dimensional
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vector space have the same number of elements. Both these facts are true without the as-
sumption that the vector space is finite dimensional, but the proofs require more knowl-
edge of set theory than we are assuming, and the finite—dimensional case is all we need.
First we give an easy lemma.

Let V be a vector space over a field F, and let a e V. If a is a linear combination of
vectors ,3,- in V for i = 1, - . - ,m and each fl,- is a linear combination of vectors x,- in V
forj = l, - ~ - ,n, then a is a linear combination of the yj.

Leta = 2:1 aifii, and let fl,- = 2;:1biiw’ where a.- and bii are in F. Then

at = gai(;bim) = i (iaibij)w,
i=1 i=1

and (2:1 aibij) E F. .

In a finite-dimensional vector space, every finite set of vectors spanning the space con-
tains a subset that is a basis.

Let V be finite dimensional over F, and let vectors (1], - - - ,n,. in V span V. Let us list
the a; in a row. Examine each a,- in succession, starting at the left with i = 1, and discard
the first at,- that is some linear combination of the preceding a,- for i < j. Then continue,
starting with the following ail-+1, and discard the next on, that is some linear combination
of its remaining predecessors, and so on. When we reach an after a finite number of
steps, those a,- remaining in our list are such that none is a linear combination of the
preceding a,- in this reduced list. Lemma 33.15 shows that any vector that is a linear
combination of the original collection of a,- is still a linear combination of our reduced,
and possibly smaller, set in which no a.- is a linear combination of its predecessors. Thus
the vectors in the reduced set of on again span V.

For the reduced set, suppose that

am, + - - - +arai, = 0
for i1 < i2 < < i, and that some aj 9E 0. We may assume from Theorem 33.5
that a, 7E 0, or we could drop a,a.-, from the left side of the equation. Then, using
Theorem 33.5 again, we obtain

which shows that 01,-, is a linear combination of its predecessors, contradicting our con-
struction. Thus the vectors a, in the reduced set both span V and are linearly indepen-
dent, so they form a basis for V over F. O

A finite-dimensional vector space has a finite basis.

By definition, a finite-dimensional vector space has a finite set of vectors that span the
space. Theorem 33.16 completes the proof. 0

The next theorem is the culmination of our work on vector spaces.

Let S = {011, - - - , (1,} be a finite set of linearly independent vectors of a finite-dimensional
vector space V over a field F. Then S can be enlarged to a basis for V over F. Further-
more, ifB = “31, - - - ,fln} is any basis for V over F, then r 5 n.

By Corollary 33.17, there is a basis B = {[51, - - - , fin} for V over F. Consider the finite
sequence of vectors

‘11"- - yaryflly' -- ’fin’
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These vectors span V, since B is a basis. Following the technique, used in Theorem 33.16,
of discarding in turn each vector that is a linear combination of its remaining predeces-
sors, working from left to right, we arrive at a basis for V. Observe that no a,- is cast out,
since the u,- are linearly independent. Thus S can be enlarged to a basis for V over F.

For the second part of the conclusion, consider the sequence

abfil" .. afln-
These vectors are not linearly independent over F, because all is a linear combination

0:1: 17151 + ' ' ' +bnflm
since the ,3; form a basis. Thus

111 + (-b1)fi1 + - - - + (-bn)fin = 0-
The vectors in the sequence do span V, and if we form a basis by the technique of
working from left to right and casting out in turn each vector that is a linear combination
of its remaining predecessors, at least one B.- must be cast out, giving a basis

1 1{u1,fi{’.--- , 5.),
where m S n — 1. Applying the same technique to the sequence of vectors

1011,012.19? ),-‘- . 5'1),
we arrive at a new basis

2
{chafifii ),-‘- . :2) ,

with s 5 n — 2. Continuing, we arrive finally at a basis

{m,... ,0... {”.--- .129},
whereOstSn—r.'l'l1usr5n. 6

Any two bases of a finite-dimensional vector space V over F have the same number of
elements.

Let B = {fl1,- - - ,fin} and B’ = mi, - - - ,fijn} be two bases. Then by Theorem 33.18,
regarding B as an independent set of vectors and B’ as a basis, we see that n 5 m. A
symmetric argument gives m 5 n, so m = n. 0

If V is a finite-dimensional vector space over a field F, the number ofelements in a basis
(independent of the choice of basis, as just shown) is the dimension of V over F. I

Let F be a field and V E F[x] be the set of all polynomials of degree less than n includ-
ing 0. The monomials 1,x,x2, . . . ,x"" span V and they are independent. Consequently,
the dimension of V over F is n. From this we can conclude that any set of fewer than n
polynomials in V does not span V and any set of more than n polynomials in V is not an
independent set. Of course, an arbitrary set of n polynomials in V may or may not form
a basis. A

Modules over a Ring

When studying abelian groups using additive notation we defined what it means to
multiply an integer times an element in a group. For example, if g is an element of an
abelian group, then 2g = g + g. The table at the beginning of Section 4 looks similar to
the definition of a vector space. The difference is that instead of a field, in the case of
abelian groups we used the ring of integers.

Let R be a ring with unity. A left R-module is an abelian group M under addition
together with an operation of scalar multiplication ofeach element ofM by each element
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of R on the left, such that for all a,b e R and 01,19 6 M the following conditions are
satisfied:

M1 : act 6 M
M2 : a(bat) = (ab)a
M3 : (a + b)ot = (act) + (bat) I
M : (1(1): + fl) = (M) + (afi)
M5 : lat = a.

A right R-module differs from a left R-module simply by multiplying module element
by an element of R on the right with the obvious changes in the five conditions for a
left module. Here we consider only left R-modules, so we will use the term R-module
to mean left R-module.

33.23 Example For any abelian group G, G is a Z-module using the usual notation for an integer times
an element of G.

If R is a ring with unity and I g R is an ideal, then I is an additive abelian group
and for any r e R and a e I, ru 6 I. The defining properties of a ring with unity give
the remaining properties of an R-module. Thus I is an R-module. A

33.24 Example Elements of IR" (written as column vectors) can be multiplied on the left by elements in
the ring M,,(lR) of n x n matrices with real number entries. The five properties defining
an R-module are all satisfied, which implies R" is an M,.(]R)-module. A

The key properties of vector spaces are Corollary 33.17 and Corollary 33.19 (and their
generalizations to vector spaces that are not finitely generated). They say any vector
space has a basis, and any two bases of a given vector space have the same number of
elements. The definitions of independent, spanning, and basis vectors are the same in
R-module as in vector spaces. However, in general an R-module need not have a basis,
and even if it does, in some cases two bases may have a different number of elements.

33.25 Example The abelian group Zg is a Z—module. There is no nonempty subset of Z3 that is indepen-
dent since for any a e Z3, 30: = 0 and 3 is a nonzero integer. A similar argument shows
that for any finite abelian group G, as a Z-module G has no nonempty independent set.
We conclude that as a Z-module a finite abelian group does not have a basis. A

I EXERCISES 33

Computations

1. Find three bases for R2 over 1R, no two of which have a vector in common.

In Exercises 2 and 3, determine whether the given set of vectors is a basis for R3 over 1R.

2. {(1, 1,0), (1,0, 1), (0, 1, 1)} 3. {(—1, 1, 2), (2, —3, 1), (10, —14, 0)}

Determine if the indicated vector space is finite dimensional over the field. If it is, find a basis.
In Exercises 4 through 9, give a basis for the indicated vector space over the field.

4- Zn Ovela 5. {a+b~/2|a,beQ}overQ
6. {“fcilgIa,b,c,deQandc+d~/§aé0}over0 7- R0Ve‘{“+b‘/i'“’beQ}
s. c over 1R 9- R 0"“ Q
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10. There is a field E with 32 elements. Determine which prime field is isomorphic with a subfield of E and
determine the dimension of E over its prime field.

Concepts

In Exercises 11 through 14, correct the definition of the italicized term without reference to the text, if correction
is nwded, so that it is in a form acceptable for publication.

11. The vectors in a subset S of a vector space V over a field F span V if and only if each [3 e V can be expressed
uniquely as a linear combination of the vectors in S.

12. The vectors in a subset S of a vector space V over a field F are linearly independent over F if and only if the
zero vector cannot be expressed as a linear combination of vectors in S.

13. The dimension over F of a finite-dimensional vector space V over a field F is the minimum number of vectors
required to span V.

14. A basis for a vector space V over a field F is a set of vectors in V that span V and are linearly dependent.
15. Determine whether each of the following is true or false.

a. The sum of two vectors is a vector.
b. The sum of two scalars is a vector.
c. The product of two scalars is a scalar.
d. The product of a scalar and a vector is a vector.
e. Every vector space has a finite basis.
f. The vectors in a basis are linearly dependent.
g. The 0-tor may be part of a basis.
I]. A vector space over a field F is an F-module.
i. If R is a commutative ring with unity and M is an R module, then M has a basis over R.
j. Every vector space has a basis.

Exercises 16—27 deal with the further study of vector spaces. In many cases, we are asked to define for vector
spaces some concept that is analogous to one we have studied for other algebraic structures. These exercises
should improve our ability to recognize parallel and related situations in algebra. Any of these exercises may
assume knowledge of concepts defined in the preceding exercises.

16. Let V be a vector space over a field F.

a. Define a subspace ofthe vector space V over F.
b. Prove that an intersection of subspaces of V is again a subspace of V over F.

17. Let V be a vector space over a field F, and let S = {on | i e I} be a nonempty collection of vectors in V.

8. Using Exercise 16(b), define the subspace of V generated by S.
b. Prove that the vectors in the subspace of V generated by S are precisely the (finite) linear combinations of

vectors in S. (Compare with Theorem 7.7.)

18. Let V], - - - , V,I be vector spaces over the same field F. Define the direct sum V1 6) . - - (B V,. of the vector
spaces V.- fori = 1, ~ ~ . , n, and show that the direct sum is again a vector space over F.

19. Generalize Example 33.2 to obtain the vector space F" of ordered n-tuples of elements of F over the field F,
for any field F. What is a basis for F"?

20. Define an isomorphism of a vector space V over a field F with a vector space V’ over the same field F.

Theory

21. Prove that if V is a finite-dimensional vector space over a field F, then a subset {13,3 [32, - - - , {in} of V is a basis
for V over F if and only if every vector in V can be expressed uniquely as a linear combination of the 13,-.



Section 34 Unique Factorimtion Domains 275

22. Let F be any field. Consider the “system of m simultaneous linear equations in n unknowns”

a11X1+ 012X2 + ---+ala = b].
a21X1 + a22X2 + ---+a2a = b2,

am1X1 + am2X2 + ---+ (1a = brm
where affibi E F.

a. Show that the “system has a solution,” that is, there exist X1, - - - ,Xn e F that satisfy all m equations, if
and only if the vector fl = (1:1, - - - , bm) of F'" is a linear combination of the vectors a} = (alj, - - - ,amj).
(This result is straightforward to prove, being practically the definition of a solution, but should really be
regarded as thefitndamental existence theoremfor a simultaneous solution ofa system oflinear equations.)

I). From part (a), show that if n = m and {01,- |j = 1, - -- ,n} is a basis for F", then the system always has a
unique solution.

23. Prove that every finite-dimensional vector space V of dimension n over a field F is isomorphic to the vector
space F" of Exercise 19.

24. Let V and V’ be vector spaces over the same field F. A function ¢ : V —> V’ is a linear transformation of V
into V’ if the following conditions are satisfied for allot, fl 5 V, and a e F:

¢(ot + [3) = W!) + ¢(fi)-
43010!) = a(¢(0t))-

a. If {f},- | i e I} is a basis for V over F, show that a linear transformation ¢ : V —> V’ is completely determined
by the vectors ¢(fl,~) e V’.

I). Let {t},. | i e I} be a basis for V, and let {fli’ | i e I} be any set of vectors, not necessarily distinct, of V’. Show
that there exists exactly one linear transformation ¢ : V —> V’ such that ¢(fi,-) = fii’.

25. Let V and V’ be vector spaces over the same field F, and let ¢ : V —> V’ be a linear transformation.

a. To what concept that we have studied for the algebraic structures of groups and rings does the concept of a
linear transformation correspond?

I). Define the kernel (or nullspace) of ¢, and show that it is a subspace of V.
c. Describe when ¢ is an isomorphism of V with V’.

26. Let V be a vector space over a field F, and let S be a subspace of V. Define the quotient space V/S, and show
that it is a vector space over F.

27. Let V and V’ be vector spaces over the same field F, and let V be finite dimensional over F. Let dim(V) be the
dimension of the vector space V over F. Let (I: : V —> V’ be a linear transformation.

a. Show that ¢[V] is a subspace of V’.
b. Show that dim(¢[V]) = dim(V) — dim(Ker(¢)). [Hint: Choose a convenient basis for V, using Theo—

rem 33.l8. For example, enlarge a basis for Ker(¢) to a basis for V.]

28. Let R be a commutative ring with unity and F a subring of R that is a field. Think of F as the scalars and R as
the set of vectors with scalar multiplication given by multiplication in the ring R.

8. Give an example to show that R need not be a vector space over F.
b. Show that if the unity of R and the unity of F are the same, then R is a vector space over F.

-UNIQUE FACTORIZATION DOMAINS

The integral domain Z is our standard example of an integral domain in which there is
unique factorization into primes (irreducibles). Section 28 showed that for a field F, F[x]
is also such an integral domain with unique factorization. In order to discuss analogous
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ideas in an arbitrary integral domain, we shall give several definitions, some of which
are repetitions of earlier ones. It is nice to have them all in one place for reference.

Let R be a commutative ring with unity and let a, b e R. If there exists c e R such that
b = ac, then a divides b (or a is a factor of b), denoted by a | b. We read a ’f b as “a
does not divide b." I

An element u of a commutative ring with unity R is a unit of R if u divides 1, that is, if
u has a multiplicative inverse in R. Two elements a, b e R are associates in R ifa = bu,
where u is a unit in R.

Exercise 27 asks us to show that this criterion for a and b to be associates is an
equivalence relation on R. I

The only units in Z are 1 and -1. Thus the only associates of 26 in Z are 26 and
—26. A

A nonzero element p that is not a unit of an integral domain D is an irreducible of D if
every factorization p = ab in D has the property that either a or b is a unit. I

Note that an associate of an irreducible p is again an irreducible, for ifp = uc for a
unit u, then any factorization of c provides a factorization ofp.

An integral domain D is a unique factorization domain (abbreviated UFD) if the fol-
lowing conditions are satisfied:

1. Every element of D that is neither 0 nor a unit can be factored into a product
of a finite number of irreducibles.

2. Ifp1 - - - p, and q; - - -q_, are two factorizations of the same element of D into
irreducibles, then r = s and the q,- can be renumbered so that p,~ and q,~ are
associates. I

Theorem 28.21 shows that for a field F, F[x] is a UFD. Also we know that Z is a UFD;
we have made frequent use of this fact, although we have never proved it. For example,
in Z we have

24 = (2)(2)(3)(2) = (-2)(-3)(2)(2)-

Here 2 and —2 are associates, as are 3 and —3. Thus except for order and associates, the
irreducible factors in these two factorizations of 24 are the same. A

Recall that the principal ideal (a) of D consists of all multiples of the element a.
After just one more definition we can describe what we wish to achieve in this section.

An integral domain D is a principal ideal domain (abbreviated PID) if every ideal in
D is a principal ideal. I

We know that Z is a PID because every ideal is of the form nZ, generated by some
integer n. Theorem 31.24 shows that if F is a field, then F[x] is a PID. Our purpose in
this section is to prove two exceedingly important theorems:

1. Every PID is a UFD. (Theorem 34.18)
2. H0 is a UFD, then D[x] is a UFD. (Theorem 34.30)
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I HISTORICAL NOTE

The question of unique factorization in an inte-
gral domain other than the integers was first

raised in public in connection with the attempted
proof by Gabriel Lamé (1795—1870) of Fermat’s
Last Theorem, the conjecture that’l + y" = z" has
no nontrivial integral solutions for n > 2. It is not
hard to show that the conjecture is true if it can
be proved for all odd primes p. At a meeting of
the Paris Academy on March 1, 1847, Larné an-
nounced that he had proved the theorem and pre-
sented a sketch of the proof. Lamé’s idea was first
to factor x" + y’ over the complex numbers as

xp + yp =

(x + y)(x + aty)(x + azy). . . (x + aP‘ly)

where a is a primitive pth root of unity. He next
proposed to show that if the factors in this ex-
pression are relatively prime and if xi" + y" = 2”,
then each of the p factors must be a pth power.
He could then demonstrate that this Fermat equa-
tion would be true for a triple 1’, Y, 2', each number
smaller than the corresponding number in the orig-
inal triple. This would lead to an infinite descend-
ing sequence of positive integers, an impossibility
that would prove the theorem.

After Lamé finished his announcement, how-
ever, Joseph Liouville (1809—1882) cast serious
doubts on the purported proof, noting that the con-
clusion that each of the relatively prime factors
was a pth power because their product was a pth
power depended on the result that any integer can
be uniquely factored into a product of primes.
It was by no means clear that “integers” of the

form x + My had this unique factorization prop-
erty. Although Lamé attempted to overcome Liou-
ville’s objections, the matter was settled on May
24, when Liouville produced a letter from Ernst
Kummer noting that in 1844 he had already proved
that unique factorization failed in the domain Z[a],
where a is a 23rd root of unity.

It was not until 1994 that Fermat's Last Theo-
rem was proved, and by techniques of algebraic ge-
ometry unknown to Lamé and Kummer. In the late
1950s, Yutaka Taniyama and Goro Shimura no-
ticed a curious relationship between two seemingly
disparate fields of mathematics, elliptic curves and
modular forms. A few years after Taniyama’s tragic
death at age 31, Shimura clarified this idea and
eventually formulated what became known as the
TaniyamafiShimura Conjecture. In 1984, Gerhard
Frey asserted and in 1986 Ken Ribet proved that
the Taniyama—Shimura Conjecture would imply
the truth of Fermat’s Last Theorem. But it was fi-
nally Andrew Wiles of Princeton University who,
after secretly working on this problem for seven
years, gave a series of lectures at Cambridge Uni-
versity in Jline 1993 in which he announced a proof
of enough of the Taniyamaélhimura Conjecture
to derive Fermat’s Last Theorem. Unfortunately, a
gap in the proof was soon discovered, and Wiles
went back to work. It took him more than a year,
but with the assistance of his student Richard Tay-
lor, he finally was able to fill the gap. The result
was published in the Annals of Mathematics in
May 1995, and this 350-year-old problem was now
solved.
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The fact that F[x] is a UFD, where F is a field (by Theorem 28.21), illustrates both
theorems. For by Theorem 31.24, F[x] is a PID. Also, since F has no nonzero elements
that are not units, F satisfies our definition for a UFD. Thus Theorem 34.30 would give
another proof that F[x] is a UFD, except for the fact that we shall actually use Theorem
28.21 in proving Theorem 34.30. In the following section we shall study properties of a
certain special class of UFDs, the Euclidean domains.

Let us proceed to prove the two theorems.

Every PID Is a UFD

The steps leading up to Theorem 28.21 and its proof indicate the way for our proof of
Theorem 34.18. Much of the material will be repetitive. We inefficiently handled the
special case of F[x] separately in Theorem 28.21, since it was easy and was the only
case we needed for our field theory in general.
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To prove that an integral domain D is a UFD, it is necessary to show that both
Conditions 1 and 2 of the definition of a UFD are satisfied. For our special case of F[x]
in Theorem 28.21, Condition 1 was very easy and resulted from an argument that in
a factorization of a polynomial of degree > 0 into a product of two nonconstant poly-
nomials, the degree of each factor was less than the degree of the original polynomial.
Thus we couldn’t keep on factoring indefinitely without running into unit factors, that
is, polynomials of degree 0. For the general case of a PID, it is harder to show that this
is so. We now turn to this problem. We shall need the definition of the union of an arbi-
trary collection of sets. The definition must include the possibility that the collection of
sets is infinite.

If (A; | i e l} is a collection of sets, then the union UielA; of the sets A,- is the set of all
x such that x e A; for at least one i e I. I

Let R be a commutative ring and let N; g N2 g - . - be an ascending chain of ideals M
in R. Then N = UiNi is an ideal of R.

Let a, b e N. Then there are ideals Ni and N} in the chain, with a e N; and b 6 Ni- Now
either N,- g N,- or N; g Ni; let us assume that N.- g Nj, so both a and b are in Nj. This
implies tliatazbbandabareia,soaibandabareinN. Takinga = 0, we seethat
beNimplies —beN,andOeNsinoeN,-.ThusNisasubringofD.ForaeN
and d e D, we must have a e N,- for some N,-. Then since N, is an ideal, da = ad is in
N;. Therefore, da 6 UiNi, that is, da 6 N. Hence N is an ideal. O

(Ascending Chain Condition for a PID) Let D be a PID. If N. g N2 Q ~- is an
ascending chain of ideals N,-, then there exists a positive integer r such that N, = NS for
all s 2 r. Equivalently, every strictly ascending chain of ideals (all inclusions proper) in
a PID is of finite length. We express this by saying that the ascending chain condition
(ACC) holds for ideals in a PID.

By Lemma 34.9, we know that N = U,-N,- is an ideal of D. Now as an ideal in D, which
is a PD), N = (c) for some c e D. Since N = U,-N,-, we must have c e N,, for some
r 6 2+. For 3 Z r, we have

(C) ENTSNS EN: (C).

ThusN, =N, fors 2 r.
The equivalence with the ACC is immediate. O

A commutative ring with unity R that satisfies the ascending chain condition is a
Noetherian ring. That is, a commutative ring with unity R is Noetherian if for every
chain of ideals N1 9 N2 9 N3 9 .. . in R, there is an integer r such that if s z r, then
N, = N,. I

Lemma 34.10 states that every PID is a Noetherian ring. In Section 37 we will see that
ifR is a Noetherian ring, then R[x] is also a Noetherian ring.

In what follows, it will be useful to remember that for elements a and b of a
domain D,

(a) g (b) if and only if b divides a, and

(a) = (b) if and only if a and b are associates.

For the first property, note that (a) g (b) if and only if a E (b), which is true if and
only if a = bd for some d e D, so that b divides (1. Using this first property, we see that
(a) = (b) ifand only ifa = be andb = adfor some c,d e D. But thena = adc and by
canceling, we obtain 1 = dc. Thus (1 and c are units, so a and b are associates.
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We can now prove Condition 1 of the definition of a UFD for an integral domain
that is a PID.

Let D be a PID. Every element that is neither 0 nor a unit in D is a product of irre-
ducibles.

Let a e D, where a is neither 0 nor a unit. We first show that a has at least one irreducible
factor. Ifa is an irreducible, we are done. If a is not an irreducible, then a = albl , where
neither (1] nor b; is a unit. Now

(a) C (01),
for (a) 9 (a1) follows from a = a1b1,and if (a) = (a1), then a and a; would be asso-
ciates and b1 would be a unit, contrary to consu'uction. Continuing this procedure then,
starting now with al, we arrive at a strictly ascending chain of ideals

(a) C(a1)C(a2)C-~ .

By the ACC in Lemma 34.10, this chain terminates with some ((1,), and a, must then be
irreducible. Thus a has an irreducible factor a,.

By what we have just proved, for an element a that is neither 0 nor a unit in D,
either a is irreducible or a = plcl for p1 an irreducible and c1 not a unit. By an argument
similar to the one just made, in the latter case we can conclude that (a) C (c1). If C] is
not irreducible, then C] = pzcz for an irreducible p2 with C; not a unit. Continuing, we
get a strictly ascending chain of ideals

(a)C(C|)C(L‘2)C--- .

This chain must terminate, by the ACC in Lemma 34.10, with some or = q, that is an
irreducible. Then a = plpz - - - Prqr- ’

This completes our demonstration of Condition 1 of the definition of a UFD. Let us
turn to Condition 2. Our arguments here are parallel to those leading to Theorem 28.21.
The results we encounter along the way are of some interest in themselves.

(Generalization of Theorem 31.25) An ideal (p) in a PID is maximal if and only ifp
is an irreducible.

Let (p) be a maximal ideal of D, a PID. Suppose that p = ab in D. Then (p) Q ((1).
Suppose that (a) = (p). Then a and p would be associates, so b must be a unit. If (a) 54E
(p), then we must have (a) = (l) = D, since (p) is maximal. But then a and 1 are
associates, so a is a unit. Thus, if p = ab, either a or b must be a unit. Hence p is an
irreducible of D.

Conversely, suppose that p is an irreducible in D. Then if (p) g (a), we must have
p = ab. Now ifa is a unit, then (a) = (l) = D. Ifa is not a unit, then b must be a unit,
so there exists u e D such that bu = 1. Then pu = abu = a, so (a) g (p), and we have
(a) = (p). Thus (p) g (a) implies that either (a) = D or (a) = (p), and (p) ;é D or p
would be a unit. Hence (p) is a maximal ideal. O

(Generalization of Theorem 31.27) In a PID, if an irreducible p divides ab, then
eitherplaorplb.

Let D be a PID and suppose that for an irreducible p in D we have p I ab. Then (ab) 6
(p). Since every maximal ideal in D is a prime ideal by Corollary 31.16, (ab) 6 (p)
implies that either a e (p) or b e (p), giving either p | a or p | b. Q

Ifp is an irreducible in a PID andp divides the product alaz - - - a,, for a,- e D, thenp I a,-
for at least one i.
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Proof of this corollary is immediate from Lemma 34.14 if we use mathematical
induction. 9

A nonzero nonunit element p of an integral domain D is a prime if, for all a,b e D,
plab implies eitherplaorplb. I

Lemma 34.14 focused our attention on the defining property of a prime. In Exer-
cises 25 and 26, we ask you to show that a prime in an integral domain is always an
irreducible and that in a UFD an irreducible is also a prime. Thus the concepts of prime
and irreducible coincide in a UFD. Example 34.17 will exhibit an integral domain con-
taining some irreducibles that are not primes, so the concepts do not coincide in every
domain.

Let F be a field and let D be the subdomain F[x3,xy,}73] of F[x,y]. Then x3,xy, and y3
are irreducibles in D, but

(9)0?) = (xy)(xy)(xy).
Since xy divides x3}; but not x3 or y3, we see that xy is not a prime. Similar arguments
show that neither 13 nor y1 is a prime. A

The defining property of a prime is precisely what is needed to establish uniqueness
of factorization, Condition 2 in the definition of a UFD. We now complete the proof of
Theorem 34.18 by demonstrating the uniqueness of factorization in a PID.

(Generaliration of Theorem 2.8.21) Every PD) is a UFD.

Theorem 34.12 shows that if D is a PID, then each a e D, where a is neither 0 nor a
unit, has a factorization

a = P1P2 ' ' 'Pr
into irreducibles. It remains for us to show uniqueness. Let

a = 111112 ' ‘ ' I].

be another such factorization into irreducibles. Then we have p1 |(q1q2 - - - q,), which
implies that p1 |q,~ for some j by Corollary 34.15. By changing the order of the qj if
necessary, we can assume thatj = 1 so p1 |q1. Then q1 =p1u1, and since q] is an irre-
ducible, ul is a unit, so p1 and q1 are associates. We have then

P1172 ‘ ' 'Pr =P1u142 ‘ ‘ '9."

so by the cancellation law in D,

P2"'Pr = "142‘“qs-

Continuing this process, starting with p2 and so on, we finally arrive at

1= u1u2"‘urqr+1 "'11:-
Since the q; are irreducibles, we must have r = s. 0

Example 34.32 at the end of this section will show that the converse to Theorem
34.18 is false. That is, a UFD need not be a PD).

Many algebra texts start by proving the following corollary of Theorem 34.18. We
have assumed that you were familiar with this corollary and used it freely in our other
work.

(Fundamental Theorem of Arithmetic) The integral domain Z is a UFD.
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We have seen that all ideals in Z are of the form nZ = (n) for n e Z. Thus Z is a PID,
and Theorem 34.18 applies. 9

It is worth noting that the proof that Z is a PID was really way back in Corol-
lary 6.7. We proved Theorem 6.6 by using the division algorithm for Z exactly as we
proved, in Theorem 31.24, that F[x] is a PID by using the division algorithm for F[x].
In Section 35, we shall examine this parallel more closely.

If D Is a UFD, Then D[x] Is a UFD

We now start the proof of Theorem 34.30, our second main result for this section. The
idea of the argument is as follows. Let D be a UFD. We can form a field of quotients
F of D. Then F[x] is a UFD by Theorem 28.21, and we shall show that we can recover
a factorization for f(x) 6 D[x] from its factorization in F[x]. It will be necessary to
compare the irreducibles in F[x] with those in D[x], of course. This approach, which
we prefer as more intuitive than some more efficient modern ones, is essentially due to
Gauss.

Let D be a UFD and let a1,az, - - - ,a,, be nonzero elements of D. An element d of D is
a greatest common divisor (abbreviated gcd) of all of the a,~ if d | a, for i = 1,- -- , n
and any other d’ e D that divides all the a,~ also divides d. I

In this definition, we called d “a” gcd rather than “the” god because god’s are only
defined up to units. Suppose that d and d’ are two gcd's ofa; for i = 1, - - - , n. Then d | d’
and d’ |d by our definition. Thus d = q’d’ and d’ = qd for some q,q’ e D, so 1d = ({qd.
By cancellation in D, we see that iq = 1 so q and (f are indeed units.

The technique in the example that follows shows that gcd’s exist in a UFD.

Let us find a gcd of 420, —168, and 252 in the UFD Z. Factoring, we obtain 420 = 22 -
3 - 5 - 7, —l68 = 23 - (—3) - 7, and 252 = 22 - 32 - 7. We choose one of these numbers,
say 420, and find the highest power of each of its irreducible factors (up to associates)
that divides all the numbers, 420, — 168, and 252 in our case. We take as gcd the product
of these highest powers of irreducibles. For our example, these powers of irreducible
factors of 420 are 22,31,50, and 71 so we take as god d = 4 . 3 . 1 .7 = 84. The only
other gcd of these numbers in Z is —84, because 1 and —l are the only units. A

Execution of the technique in Example 34.21 depends on being able to factor an
element of a UFD into a product of irreducibles. This can be a tough job, even in Z.
Section 35 will exhibit a technique, the Euclidean Algorithm, that will allow us to find
god’s without factoring in a class of UFD’s that includes Z and F[x] for a field F.

Let D be a UFD. A nonconstant polynomial

f(x =ao+a1x+---+a,,x"

in D[x] is primitive if 1 is a gcd ofthe a,- fori = 0,1,-- - ,n. I

In Z[x],4x2 + 3x + 2 is primitive, but 41:2 + 6x + 2 is not, since 2, a nonunit in Z, is a
common divisor of 4, 6, and 2. A

Observe that every nonconstant irreducible in D[x] must be a primitive polynomial.

If D is a UFD, then for every nonconstant f(x) 6 D[x] we have f(x) = (c)g(x), where
c e D, g(x) e D[x], and g(x) is primitive. The element c is unique up to a unit factor in
D and is the content off(x). Also g(x) is unique up to a unit factor in D.



282 PartVII

34.25 Example

34.26 Lemma

34.27 Corollary

Proof

34.28 Lemma

Commutative Algebra

Let f(x) 6 D[x] be given where f(x) is a nonconstant polynomial with coefficients
ag,a1,--- ,an. Let c be a gcd of the a,- for i = 0,1,~ - ,n. Then for each i, we have
a,- = cqi for some 4, e D. By the distributive law, we have f(x) = (c)g(x), where no
irreducible in D divides all of the coefficients q0,q1,- - - ,q,I of g(x). Thus g(x) is a
primitive polynomial.

For uniqueness, if also f(x) = (d)h(x) for d e D, h(x) e D[x], and h(x) primitive,
then each irreducible factor of 0 must divide d and conversely. By setting (c)g(x) =
(d)h(x) and canceling irreducible factors of c into (1, we arrive at (u)g(x) = (v)h(x) for a
unit u e D. But then v must be a unit ofD or we would be able to cancel irreducible fac-
tors of v into u. Thus 14 and v are both units, so 0 is unique up to a unit factor. Fromf(x) =
(c)g(x), we see that the primitive polynomial g(x) is also unique up to a unit factor. Q

In Z[x],
4x2+6x—8 =(2)(2x2+3x—4),

where 2x3 + 3x — 4 is primitive. A

(Gauss’s Lemma) IfD is a UFD, then a product of two primitive polynomials in D[x]
is again primitive.

Let
f(x) =ao+alx+---+an1"

and
g(x)=bo+b1x+---+bmx"'

be primitive in D[x], and let h(x) =f(x)g(x). Let p be an irreducible in D. Then p does
not divide all ai and p does not divide all bj, sincef(x) and g(x) are primitive. Leta, be
the first coefficient off(x) not divisible by p; that is, p | a,- for i < r, but pfa, (that is,
p does not divide (1,). Similarly, let p | b,- for j < s, but p’b. The coefficient of x’+‘ in
h(X) =f(X)g(X) is

cr+s = (aobr+r + ‘ ‘ ‘ + ar—lbr+l) + arbr + (ar+lb —l + ' ‘ ‘ + ar+rb0)-

Now p | a,~ fori < r implies that

P l (aobr+r + ‘ ' ‘ + ar—lbr+l)a

and also p | bj forj < 3 implies that

P l (ar+1b.v—1 + ' ‘ ‘ + ar+rb0)-

But p does not divide a, or b,, so p does not divide a,b,, and consequently p does not
divide c,+,. This shows that given an irreducible p e D, there is some coefficient of
f(x)g(x) not divisible by p. Thusf(x)g(x) is primitive. Q

IfD is a UFD, then a finite product of primitive polynomials in D[x] is again primitive.

This corollary follows from Lemma 34.26 by induction. 0

Now let D be a UFD and let F be a field of quotients of D. By Theorem 28.21,
F[x] is a UFD. As we said earlier, we shall show that D[x] is a UFD by carrying a
factorization in F[x] off(x) 6 D[x] back into one in D[x]. The next lemma relates the
nonconstant irreducibles of D[x] to those of F[x]. This is the last important step.

Let D be a UFD and let F be a field of quotients of D. Let f(x) 6 D[x], where (degree
f(x)) > 0. Iff(x) is an irreducible in D[x], thenf(x) is also an irreducible in F[x]. Also,
iff(x) is primitive in D[x] and irreducible in F[x], thenf(x) is irreducible in D[x].
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Suppose that a nonconstantf(x) e D[x] factors into polynomials oflower degree in F[x],
that is,

f(x) = r(x)S(X)
for r(x),s(x) e F[x]. Then since F is a field of quotients of D, each coefficient in 1(x)
and s(x) is of the form a/b for some a, b e D. By clearing denominators, we can get

(d)f(x) = r1(x)sl(X)
for d e D, and r1 (x), s1(x) e D[x], where the degrees of r1(x) and s1(x) are the degrees
of r(x) and s(x), respectively. By Lemma 34.24, f(x) = (c)g(x),r1(x) = (cl)r2(X). and
s1(x) = (cz)s2(x) for primitive polynomials g(x), rz(x), and s2(x), and 0, cl, 0; e D. Then

((10806) = (€102)r2(x)32(x),
and by Lemma 34.26, r2(x)s2(x) is primitive. By the uniqueness part of Lemma 34.24,
em = dcu for some unit u in D. But then

(do)g(x) = (dcu)r2(x)Sz(x),

f(X) = (6)807) = (cu)r2(X)Sz(X)-
We have shown that iff(x)factors nontrivially in F[x], thenf(1:)factors nontrivially into
polynomials of the some degrees in D[x]. Thus iff(x) 6 D[x] is irreducible in D[x], it
must be irreducible in F[x].

A nonconstantf(x) e D[x] that is primitive in D[x] and irreducible in F[x] is also
irreducible in D[x], since D[x] E F[x]. 0

Lemma 34.28 shows that ifD is a UFD, the irreducibles in D[x] are precisely the ir-
reducibles in D, together with the nonconstant primitive polynomials that are irreducible
in F[x], where F is a field of quotients of D[x].

The preceding lemma is very important in its own right. This is indicated by the
following corollary, a special case of which was our Theorem 28.12. (We admit that it
does not seem very sensible to call a special case of a corollary of a lemma a theorem.
The label assigned to a result depends somewhat on the context in which it appears.)

IfD is a UFD and F is a field of quotients of D, then a nonconstantf(x) e D[x] factors
into a product of two polynomials of lower degrees r and s in F[x] if and only if it has a
factorization into polynomials of the same degrees r and s in D[x].

It was shown in the proof of Lemma 34.28 that if f(x) factors into a product of two
polynomials of lower degree in F[x], then it has a factorization into polynomials of the
same degrees in D[x] (see the next-to-last sentence of the first paragraph of the proof).

The converse holds since D[x] g F[x]. Q

We are now prepared to prove our main theorem.

IfD is a UFD, then D[x] is a UFD.

Let f(x) 6 D[x], wheref(x) is neither 0 nor a unit. Iff(x) is of degree 0, we are done,
since D is a UFD. Suppose that (degreef(x)) > 0. Let

f(x) = 31(X)g2(x) - - -gr(x)
be a factorization off(x) in D[x] having the greatest number r of factors of positive
degree. (There is such a greatest number of such factors because r cannot exceed the
degree off(x).) Now factor each gi(x) in the form gi(x) = c;h,-(x) where c,- is the content
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of gi(x) and h,-(x) is a primitive polynomial. Each of the hi(x) is irreducible, because if
it could be factored, none of the factors could lie in D, hence all would have positive
degree leading to a corresponding factorization of g;(x), and then to a factorization of
f(x) with more than r factors of positive degree, contradicting our choice of r. Thus we
now have

f(X) = €1h1(x)czh2(x)' - - crhr(x)

where the hi(x) are irreducible in D[x]. If we now factor the 0,- into irreducibles in D, we
obtain a factorization off(x) into a product of irreducibles in D[x].

The factorization off(x) 6 D[x], where f(x) has degree 0, is unique since D is a
UFD; see the comment following Lemma 34.28. Iff(x) has degree greater than 0, we
can view any factorization off(x) into irreducibles in D[x] as a factorization in F[x] into
units (that is, the factors in D) and irreducible polynomials in F[x] by Lemma 34.28.
By Theorem 28.21, these polynomials are unique, except for possible constant factors
in F. But as an irreducible in D[x], each polynomial of degree >0 appearing in the
factorization offlat) in D[x] is primitive. By the uniqueness part of Lemma 34.24, this
shows that these polynomials are unique in D[x] up to unit factors, that is, associates.
The product of the irreducibles in D in the factorization off(x) is the content off(x),
which is again unique up to a unit factor by Lemma 34.24. Thus all irreducibles in D[x]
appearing in the factorization are unique up to order and associates. 9

IfFisafield andx1,- - - ,x,. areindeterminates, then F[x1,- .. ,x,.] isaUFD.

By Theorem 28.21, F[xl] is a UFD. By Theorem 34.30, so is (F[x1])[x2] = F[Jrl,x2].
Continuing in this procedure, we see (by induction) that F[x], - - - ,xn] is a UFD. 9

We have seen that a PID is a UFD. Corollary 34.31 makes it easy for us to give an
example that shows that not every UFD is a PID.

Let F be a field and let x and y be indeterminates. Then F[x,y] is a UFD by Corollary
34.30. Consider the set N of all polynomials in x and y in F[x,y] having constant term 0.
Then N is an ideal, but not a principal ideal. Thus F[x, y] is not a PD). A

Another example of a UFD that is not a PID is Z[x], as shown in Exercise 12,
Section 35.

I EXERCISES 34

Computations

In Exercises 1 through 8, determine whether the element is an irreducible of the indicated domain.

1. 5inZ

3.14inZ
5. 2x—10inZ[x]
7. 2x—10inQ[x]

2. —17inZ
4. 2x—3inZ[x]
6. 2x—3inQ[x]
8. 2x- 10 in ZuLx]

9. If possible, give four different associates of 2x — 7 viewed as an element of Z[x]; of Q[x]; of Zu[x].

10. Factor the polynomial 4x2 - 4x + 8 into a product of irreducibles viewing it as an element of the integral
domain Z[x]; of the integral domain Q[x]; of the integral domain Z11[x].

In Exercises 11 through 13, find all gcd’s of the given elements of Z.

11. 234, 3250, 1690 12. 784, —1960, 448 13. 2178, 396, 792, 594
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In Exercises 14 through 17, express the given polynomial as the product of its content with a primitive polynomial
in the indicated UFD.

14. 18x2 — 12x+48 in zm 15. 18;? — 12x+48 in om
16.2x2—3x+6inZ[x] 17.2x2—3x+6inz7[x]

Concepts

In Exercises 18 through 20, correct the definition of the italicized term without reference to the text, if correcu‘on
is needed, so that it is in a form acceptable for publication.

18. Two elements a and b in an integral domain D are associates in D if and only if their quotient a/b in D is a unit.
19. An element of an integral domain D is an irreducible of D if and only if it cannot be factored into a product

of two elements of D.
An element of an integral domain D is a prime of D if and only if it cannot be factored into a prot of two
smaller elements of D.

21. Determine whether each of the following is true or false.
a. Every field is a UFD.
1). Every field is a PID.
c. Every PID is a UFD.
d. Every UFD is a PID.
e. Z[x] is a UFD.
1‘. Any two irreducibles in any UFD are associates.
g. IfD is a PID, then D[x] is a PID.
h. IfD is a UFD, then D[x] is a UFD.

i. In any UFD, ifp | a for an irreducible p, then p itself appears in every factorization of a.
j. A UFD has no divisors of 0.

22. Let D be a UFD. Describe the irreducibles in D[x] in terms of the irreducibles in D and the irreducibles in
F[x], where F is a field of quotients of D.

23. Lemma 34.28 states that ifD is a UFD with a field of quotients F, then a nonconstant irreduciblef(x) of D[x]
is also an irreducible of F[1:]. Show by an example that a g(x) e D[x] that is an irreducible of F[x] need not be
an irreducible of D[x].

24. All our work in this section was restricted to integral domains. Taking the same definition in this section
but for a commutative ring with unity, consider factorizations into irreducibles in Z x Z. What can happen?
Consider in particular (1 , 0).

20

Theory

25. Prove that ifp is a prime in an integral domain D, then p is an irreducible.
26. Prove that ifp is an irreducible in a UFD, then p is a prime.
27. For a commutative ring R with unity show that the relation a ~ b if a is an associate of b (that is, if a = bu

for u a unit in R) is an equivalence relation on R.

28. Let D be an integral domain. Exercise 39, Section 22 showed that (U, ') is a group where U is the set of units
ofD. Show that the set D“ — U of nonunits of D excluding 0 is closed under multiplication. Is this set a group
under the multiplication of D?

29. Let D be a UFD. Show that a nonconstant divisor of a primitive polynomial in D[x] is again a primitive
polynomial.

30. Show that in a PID, every proper ideal is contained in a maximal ideal. [Hint Use Lemma 34.10.]
31. Factor x" — y3 into irreducibles in Q[x, y] and prove that each of the factors is irreducible.
There are several other concepts often considered that are similar in character to the ascending chain condition on
ideals in a ring. The following three exercises concern some of these concepts.
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32. Let R be any ring. The ascending chain condition (ACC) for ideals holds in R if every strictly increasing
sequence N] C N2 C N3 C - - - of ideals in R is of finite length. The maximum condition (MC) for ideals
holds in R if every nonempty set S of ideals in R contains an ideal not properly contained in any other ideal of
the set S. The finite basis condition (FBC) for ideals holds in R if for each ideal N in R, there is a finite set
EN = {b1, - - - , b,,} g N such that N is the intersection of all ideals of R containing 8”. The set BN is a finite
generating set for N.

Show that for every ring R, the conditions ACC, MC, and FBC are equivalent.

33. Let R be any ring. The descending chain condition (DCC) for ideals holds in R if every suictly decreasing
sequence N1 2) N2 3 N3 2) - - - of ideals in R is of finite length. The minimum condition (mC) for ideals
holds in R if given any set S of ideals of R, there is an ideal of S that does not properly contain any other idea]
in the set S.

Show that for every ring, the conditions DCC and 111C are equivalent.
34. Give an example of a ring in which ACC holds but DCC does not hold. (See Exercises 32 and 33.)

_ EUCLIDEAN DOMAINS

We have remarked several times on the importance of division algorithms. Our first
contact with them was the division algorithm for Z in Section 6. This algorithm was
used to prove the important theorem that a subgroup of a cyclic group is cyclic, that
is, has a single generator. Of course, this shows at once that Z is a PID. The division
algorithmfor F[x] appeared in Theorem 28.2 and was used in a completely analogous
way to show that F[x] is a PID. A technique of mathematics is to take some clearly
related situations and to try to bring them under one roof by abstracting the important
ideas common to them. The following definition is an illustration of this technique, as
is this whole text! Let us see what we can develop by starting with the existence of a
fairly general division algorithm in an integral domain.

35.1 Definition A Euclidean norm on an integral domain D is a flmction v mapping the nonzero el-
ements of D into the nonnegative integers such that the following conditions are satis-
fied:

l. Foralla,b eDwithb 9E0,thereexistqandrinDsuchthata =bq+r,
where either r = 0 or v(r) < v(b).

2. For all a, b e D, where neither a nor b is 0, v(a) 5 v(ab).

An integral domain D is a Euclidean domain if there exists a Euclidean norm on D. I

The importance of Condition 1 is clear from our discussion. The importance of
Condition 2 is that it will enable us to characterize the units of a Euclidean domain D.

35.2 Example The integral domain Z is a Euclidean domain, for the function v defined by v(n) = |n|
for n ¢ 0 in Z is a Euclidean norm on Z. Condition 1 holds by the division algorithm
for Z. Condition 2 follows from |ab| = |a| |b| and |a| z 1 for a 9E 0 in Z. A

35.3 Example If F is a field, then F[x] is a Euclidean domain, for the function v defined by v(f(x)) =
(degree f(x)) for f(x) 6 F[x], and f(x) 7E 0 is a Euclidean norm. Condition 1 holds by
Theorem 28.2, and Condition 2 holds since the degree of the product of two polynomials
is the sum of their degrees. A

Of course, we should give some examples of Euclidean domains other than these
familiar ones that motivated the definition. We shall do this in Section 36. In view of the
opening remarks, we anticipate the following theorem.

35.4 Theorem Every Euclidean domain is a PID.
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Let D be a Euclidean domain with a Euclidean norm 1), and let N be an ideal in D.
If N = {0}, then N = (0) and N is principal. Suppose that N gé {0}. Then there exists
b ;é 0 in N. Let us choose b such that v(b) is minimal among all v(n) for n e N. We
claim that N = (b). Let a e N. Then by Condition 1 for a Euclidean domain, there exist
q and r in D such that

a=bq+r,

where either r = 0 or v(r) < v(b). Now r = a — bq and a,b e N, so that r e N since N
is an ideal. Thus v(r) < v(b) is impossible by our choice of b. Hence r = 0, so a = bq.
Since a was any element of N, we see that N = (b). O

A Euclidean domain is a UFD.

By Theorem 35.4, a Euclidean domain is a PID and by Theorem 34.18, a PID is a
UFD. 9

Finally, we should mention that while a Euclidean domain is a PID by Theo-
rem 35.4, not every PID is a Euclidean domain. Examples ofPIDs that are not Euclidean
are not easily found, however.

Arithmetic in Euclidean Domains

We shall now investigate some properties of Euclidean domains related to their multi-
plicative structure. We emphasize that the arithmetic structure of a Euclidean domain
is not affected in any way by a Euclidean norm v on the domain. A Euclidean norm is
merely a useful tool for possibly throwing some light on this arithmetic structure of the
domain. The arithmetic structure of a domain D is completely detemiined by the set D
and the two binary operations + and - on D.

Let D be a Euclidean domain with a Euclidean norm v. We can use Condition 2 of
a Euclidean norm to characterize the units of D.

For a Euclidean domain with a Euclidean norm v, v(l) is minimal among all v(a) for
nonzero a e D, and u e D is a unit if and only if v(u) = v(l).

Condition 2 for v tells us at once that for a 9E 0,

v(l) 5 v(la) = v(a).

On the other hand, if u is a unit in D, then

v(u) S v(uu“) = v(l).
Thus

v(u) = v(l)

for a unit u in D.
Conversely, suppose that a nonzero u e D is such that v(u) = v(l). Then by the

division algorithm, there exist q and r in D such that

1=uq+r,

where either r = 0 or v(r) < v(u). But since v(u) = v(l) is minimal over all v(d) for
nonzero d e D, v(r) < v(u) is impossible. Hence r = 0 and 1 = uq, so u is a unit. 0
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I HISTORICAL NOTE

he Euclidean algorithm appears in Euclid’s
Elements as propositions l and 2 of Book VII,

where it is used as here to find the greatest com-
mon divisor of two integers. Euclid uses it again in
Book X (propositions 2 and 3) to find the greatest
common measure of two magnitudes (if it exists)
and to determine whether two magnitudes are in-
commensurable.

The algorithm appears again in the Brahmes-
phutasiddhanta (Correct Astronomical System of
Brahma) (628) of the seventh-century Indian math-
ematician and astronomer Brahmagupta. To solve
the indeterminate equation rx + c = sy in integers,
Brahmagupta uses Euclid’s procedure to “recip-
rocally divide" r by 3 until he reaches the final
nonzero remainder. By then using, in effect, a sub-
stitution procedure based on the various quotients
and remainders, he produces a straightforward al-
gorithm for finding the smallest positive solution
to his equation.

The thirteenth-century Chinese algebraist Qin
Jiushao also used the Euclidean algorithm in his so-
lution of the so-called Chinese Remainder problem
published in the Shushu jiuzhang (Mathematical
Treatise in Nine Sections) (1247). Qin’s goal was
to display a method for solving the system of con-
gruences N E r,- (mod mi). As part of that method
he needed to solve congruences of the form Nx E 1
(mod m), where N and m are relatively prime.
The solution to a congruence of this form is again
found by a substitution procedure, different from
the Indian one, using the quotients and remainders
from the Euclidean algorithm applied to N and m.
It is not known whether the common element in
the Indian and Chinese algorithms, the Euclidean
algorithm itself, was discovered independently
in these cultures or was learned from Greek
sources.

35.7 Example

35.8 Example

35.9 Theorem

For Z with v(n) = |n|, the minimlun of v(n) for nonzero n e Z is 1, and 1 and —l
are the only elements of Z with v(n) = 1. Of course, 1 and —1 are exactly the units
of Z. A

For F[x] with v(f(x)) = (degreef(x)) forf(x) .-,£ 0, the minimlun value of v(f(x)) for all
nonzerof(x) 6 F[x] is 0. The nonzero polynomials of degree 0 are exactly the nonzero
elements of F, and these are precisely the units of F[x]. A

We emphasize that everything we prove here holds in every Euclidean domain, in
particular in Z and F[x]. As indicated in Example 34.21, we can show that any a and b
in a UFD have a gcd and actually compute one by factoring a and b into irreducibles, but
such factorizations can be very tough to find. However, if a UFD is actually Euclidean,
and we know an easily computed Euclidean norm, there is an easy constructive way to
find gcd’s, as the next theorem shows.

(Euclidean Algorithm) Let D be a Euclidean domain with a Euclidean norm v, and
let a and b be nonzero elements of D. Let r; be as in Condition 1 for a Euclidean norm,
that is,

a = 1741 + 71.

where either r1 = 0 or 110;) < v(b). If r1 7E 0, let r; be such that

b = 71 42 + 72,
where either r2 = 0 or v(r2) < 110;). In general, let n+1 be such that

ri—l = riqi+1 + ri+1v

where either n+1 = 0 or v(r,-+1) < v(r,-). Then the sequence r,-,r2, - - - must terminate
withsomer: = 0.Ifr1= 0,thenbisagcdofaaudb.lfr19é 0andr,ist11efirstri= 0,
then a gcd ofa and b is r:_1.
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Furthermore, if d is a gcd of a and b, then there exist A and p, in D such that
d = An + ub.

Since v(r.-) < v(r,-_1) and v(r,-) is a nonnegative integer, it follows that after some finite
number of steps we must arrive at some rs = 0.

1h]: 0, thena = bql, and b is aged ofa and b. Suppose r1 ;é 0. Then ifdla and
d | b, we have

d | (a - bill),
so d| r1. However, ifdl | r1 and d1 lb, then

111 |(bql + r1),
so d; | a. Thus the set ofcommon divisors ofa and b is the same set as the set ofcommon
divisors of b and r1. By a similar argument, if r; 5": 0, the set of common divisors of b
and r1 is the same set as the set ofcommon divisors of n and )2. Continuing this process,
we see finally that the set of common divisors of a and b is the same set as the set of
common divisors of 5-2 and 5.1, where r, is the first r,- equal to 0. Thus a gcd of r,_2
and r,_l is also a gcd of a and b. But the equation

r:—2 = 4:73—1+f: = qe—l

shows that a gcd of r,_z and r,_l is r,_1.
It remains to show that we can express a gcd d of a and b as d = Aa + [1b. In terms

of the construction just given, if d = b, then d = 0a + 1b and we are done. If d = 5.1,
then, working backward through our equations, we can express each r,~ in the form
kin--1 + yin--2 for some 1,, [Li 6 D. To illustrate using the first step, from the equation

rs—3 = qs—lrs—Z + 75—1

we Obtaln d = 7.1—1 = rs—S _ qs—lrs—Z- (1)

We then express r,_2 in terms of 5-3 and r,_4 and substitute in Eq. (1) to express d in
terms of r,_3 and r,_4. Eventually, we will have

d = A3T2 + #371 = A3(b — r1112) + #371 = 13b + (ll-3 - 1342M
= lab +0113 - A3(12)(11 - 17111)

which can be expressed in the form d = An + ub. Ifd’ is any other gcd of a and b, then
d’ = ud for some unit u, so (1’ = (Au)a + (#u)b. O

The nice thing about Theorem 35.9 is that it can be implemented on a computer. Of
course, we anticipate that of anything that is labeled an “algorithm.”

Let us illustrate the Euclidean algorithm for the Euclidean norm | | on Z by computing a
gcd of 22,471 and 3,266. We just apply the division algorithm over and over again, and
the last nonzero remainder is a gcd. We label the numbers obtained as in Theorem 35.9
to further illustrate the statement and proof of the theorem. The computations are easily
checked.

a = 22,471
b = 3,266

22,471 = (3,266)6 + 2,875 r1 = 2,875
3,266 = (2,875)] + 391 r2 = 391
2,875 = (391)7 + 138 r; = 138

391 = (l38)2 +115 r4 =115
138 =(115)1+ 23 r5 = 23
115=(23)5+0 r6=0
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Thus r5 = 23 is a gcd of 22,471 and 3,266. We found a gcd m’thout factoring! This
is important, for sometimes it is very diffit to find a factorization of an integer into
primes. A

35.11 Example Note that the division algorithm Condition 1 in the definition of a Euclidean norm says
nothing about r being “positive." In computing a god in Z by the Euclidean algorithm
for | I, as in Example 35.10, it is surely in our interest to make |r,-| as small as possible
in each division. Thus, repeating Example 35.10, it would be more efficient to write

a = 22,471
b = 3,266

22,471 = (3,266)7 — 391 r, = -391
3,266 = (391»; + 138 r2 = 138

391 = (138)3 — 23 r3 = -23
138 = (23)6+0 r4 =0

We can change the sign of r,- from negative to positive when we wish since the divisors
of r,~ and —r,~ are the same. A

I EXERCISES 35

Computations
In Exercises 1 through 5, state whether the given function v is a Euclidean norm for the given integral domain.

1. The function v for Z given by v(n) = n2 for nonzero n e Z
2. The function v for Z[x] given by v(f(x)) = (degree off(x)) forf(x) 6 Z[x],f(x) yé 0

3. The function u for Z[x] given by v(f(x)) = (the absolute value of the coefficient of the highest degree nonzero
term off(x)) for nonzerof(x) e Z[x]

4. The function v for Q given by v(a) = a2 for nonzero a e Q
5. The function v for Q given by v(a) = 50 for nonzero a e Q

6. By referring to Example 35.11, actually express the gcd 23 in the form A(22,471) + ”(3,266) for A, u e Z.
[Hint: From the next-to—last line of the computation in Example 35.11, 23 = (138)3 — 391. From the line
before that, 138 = 3,266 — (391)8, so substituting, you get 23 = [3,266 — (391)8]3 — 391, and so on. That is,
work your way back up to actually find values for A and [1.]

7. Find a gcd of 49,349 and 15,555 in Z.
8. Following the idea of Exercise 6 and referring to Exercise 7, express the positive gcd of 49,349 and 15,555 in

Z in the form M49349) + 11,05,555) for A, u e Z.

9. Find a gcd of

x‘°—3x9+3x3—11x7+11x6—1115+19x4—1313+8x2—9x+3
and

x6—3x5+3x4—9£+5x2—5x+2
in Q[x].

10. Describe how the Euclidean Algorithm can be used to find the gcd ofn members a1, a2, - - . , a,l of a Euclidean
domain.

11. Using your method devised in Exercise 10, find the gcd of 2178, 396, 792, and 726.

Concepts

12. Let us consider Z[x].



13.

14.
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a. Is Z[x] a UFD? Why?
I). Show that {a +xf(x) | a E 2Z, (x) e Z[x]} is an ideal in Z[x].
c. Is Z[x] a PID? (Consider part (b).)
d. Is Z[x] a Euclidean domain? Why?

Determine whether each of the following is true or false.

a. Every Euclidean domain is a PID.
I). Every PD is a Euclidean domain.
c. Every Euclidean domain is a UFD.
d. Every UFD is a Euclidean domain.
e. Agcdof2and3inQis %.
f. The Euclidean algorithm gives a constructive method for finding a gcd of two integers.
g. If v is a Euclidean norm on a Euclidean domain D, then v(l) 5 v(a) for all nonzero a e D.
b. If v is a Euclidean norm on a Euclidean domain D, then v(l) < v(a) for all nonzero a e D,a ;6 l.
i. If v is a Euclidean norm on a Euclidean domain D, then v(l) < v(a) for all nonzero nonunits a e D.

j. For any field F, F[x] is a Euclidean domain.

Does the choice of a particular Euclidean norm v on a Euclidean domain D influence the arithmetic structure
of D in any way? Explain.

Theory

15.

16.

17.

18.
19.

21.

22.

Let D be a Euclidean domain and let v be a Euclidean norm on D. Show that if a and b are associates in D,
then v(a) = v(b).

Let D be a Euclidean domain and let v be a Euclidean norm on D. Show that for nonzero a, b e D, one has
v(a) < v(ab) if and only if b is not a unit of D. [Hint: Argue from Exercise 15 that v(a) < v(ab) implies that
b is not a unit of D. Using the Euclidean algorithm, show that v(a) = v(ab) implies (a) = (ab). Conclude that
if b is not a unit, then v(a) < v(ab)]

Prove or disprove the following statement: If v is a Euclidean norm on Euclidean domain D, then {a e
DI v(a) > v(1)] U {0} is an ideal ofD.
Show that every field is a Euclidean domain.
Let v be a Euclidean norm on a Euclidean domain D.

a. Show that ifs e Z such thats + v(1)> 0, then 11:D* —> Z defined by 11(11): v(a) +sfor nonzeroa e D
is a Euclidean norm on D. As usual, D“ is the set of nonzero elements of D.

b. Show that for t e Z+, A : D* —> Z given by 1(a) = t - v(a) for nonzero a e D is a Euclidean norm on D.

c. Show that there exists a Euclidean norm p. on D such that u(1) = 1 and Ma) > 100 for all nonzero nonunits
a e D.

Let D be a UFD. An element c in D is a least common multiple (abbreviated lcm) of two elements a and
b in D if a | c, bl c and if c divides every element of D that is divisible by both a and b. Show that every two
nonzero elements a and b of a Euclidean domain D have an lcm in D. [Hint: Show that all common multiples,
in the obvious sense, of both a and b form an ideal of D.]
Use the last statement in Theorem 35.9 to show that two nonzero elements r,s e Z generate the group (Z, +)
if and only if r and s, viewed as integers in the domain Z, are relatively prime, that is, have a gcd of 1.
Using the last statement in Theorem 35.9, show that for nonzero a, b, n e Z, the congruence ax E b (mod n)
has a solution in Z if a and n are relatively prime.
Generalize Exercise 22 by showing that for nonzero a, b, n e Z, the congruence ax E b (mod n) has a solution
in Z if and only if the positive gcd of a and n in Z divides b. Interpret this result in the ring Zn.
Following the idea of Exercises 6 and 23, outline a constructive method for finding a solution in Z of the
congruence ax E b (mod n) for nonzero a, b, n e Z, if the congruence does have a solution. Use this method
to find a solution of the congruence 22x E 18 (mod 42).
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36.1 Definition

Commutative Algebra

NUMBER THEORY

In this section we will show how the ideas in Section 35 can be used to derive some
interesting results in number theory. We usually think of number theory as a study of
properties of the integers, but Gauss expanded the study of numbers to include what is
now called the Gaussian integers. The Gaussian integers form a subring of the complex
numbers that, like the integers, form a Euclidean domain, but not a field. After studying
the Gaussian integers, we will prove that for any prime numberp 6 2" that is equivalent
to 1 modulo 4, p can be written as the sum of two squares.

Gaussian Integers

A Gaussian integer is a complex number a + bi, where a, b e Z. For a Gaussian integer
a=a+bi, the normN(ot) ofotisa2+b2. I

Although we defined N(a) for a Gaussian integer at, we can also think of N as de-
fined on any complex number using the same formula N(a + bi) = a2 + b2. This norm
can also be written as N(ot) = lalz.

We shall let Z[i] be the set of all Gaussian integers. The following lemma gives
some basic properties of the norm function N on Z[i] and leads to a demonstration that
the function v defined by v(ot) = N(a) for nonzero a e Z[i] is a Euclidean norm on
Z[i]. Note that the Gaussian integers include all the rational integers, that is, all the
elements of Z.

I HISTORICAL NOTE

In his Disquisitiones Arithmeticae, Gauss studied
in detail the theory of quadratic residues, that is,

the theory of solutions to the congruence x2 E p
(mod q) and proved the famous quadratic reci-
procity theorem showing the relationship between
the solutions of the congruences x2 E p (mod q)
and x2 E q (mod p) where p and q are primes. In
attempting to generalize his results to theories of
quartic residues, however, Gauss realized that it
was much more natural to consider the Gaussian
integers rather than the ordinary integers.

Gauss’s investigations of the Gaussian integers
are contained in a long paper published in 1832 in
which he proved various analogies between them
and the ordinary integers. For example, after not-
ing that there are four units (invertible elements)

among the Gaussian integers, namely 1, — l, i, and
—i, and defining the norm as in Definition 36.1, be
generalized the notion of a prime integer by defin-
ing a prime Gaussian integer to be one that cannot
be expressed as the product of two other integers,
neither of them units. He was then able to deter-
mine which Gaussian integers are prime: A Gaus-
sian integer that is not real is prime if and only if
its norm is a real prime, which can only be 2 or of
the form 4n +1. The real prime 2 = (1 + i)(l — i)
and real primes congruent to 1 modulo 4 like
13 = (2 + 3i)(2 — 3i) factor as the product of two
Gaussian primes. Real primes of the form 4n + 3
like 7 and 11 are still prime in the domain of Gaus-
sian integers. See Exercise 10.

36.2 Lemma In Z[i], the following properties of the norm function N hold for all a, ,8 e Z[i]:

1. N(a) z 0.
2. N(a)=0ifandonlyifa=0.
3- NW9) = N(Ot)N(fi)-

Proof If we let a = a1 + azi and fl = b1 + bzi, these results are all straightforward computa-
tions. We leave the proof of these properties as an exercise (see Exercise 11). O
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The proof of Lemma 36.2 does not depend on the complex numbers a and [3 being
Gaussian integers. In fact the three properties listed in the lemma are true for all complex
numbers.

Z[i] is an integral domain.

It is obvious that Z[i] is a commutative ring with unity. We show that there are no
divisors of 0. Let at, fl 6 Z[i]. Using Lemma 36.2, if 016 = 0 then

N(a)N(fl) = N(otfi) = N(O) = 0.
Thus afl = 0 implies that N(a) = 0 or N(fi) = 0. By Lemma 36.2 again, this im-
plies that either ot = 0 or fl = 0. Thus Z[i] has no divisors of 0, so Z[i] is an integral
domain. .

Of course, since Z[i] is a subring of C, where C is the field of complex numbers,
it is really obvious that Z[i] has no 0 divisors. We gave the argument of Lemma 36.3 to
illustrate the use of the multiplicative property 3 of the norm function N and to avoid
going outside of Z[i] in our argument.

However, in the proof of Theorem 36.4, we will use property 3 for complex num-
bers that are not Gaussian integers and therefore we will stay outside the Gaussian
integers.

The function v given by v(a) = N(u) for nonzero a e Z[i] is a Euclidean norm on Z[i].
Thus Z[i] is a Euclidean domain.

Note that for )3 = b1+b2i9é 0,N(b1+b2i) = blz +b22, so N03) 2 1. Then for all
(1,19 5E 0 in Z[i],N(ot) 5 N(a)N(fi) = N(ufi). This proves Condition 2 for a Euclidean
norm in Definition 35.1.

It remains to prove the division algorithm, Condition 1, for N. Leta, fl 6 Z[i], with
a = a] + azi and fl = b; + bzi, where fl 9E 0. We must find a and p in Z[i] such that
a = [30 + p, where either p = 0 or N(p) < N(fl) = blz +bzz. Let a/fi = r+ si for
r, s e Q. Let and qz be integers in Z as close as possible to the rational numbers r and
s, respectively. Leta = q; + qzi and p = a — fia. If p = 0, we are done. Otherwise,
by construction ofa, we see that |r — ql| 5 % and Is — qzl 5 %. Therefore

”(g _ a) = N((r + so — (q1 + 421'»

l 2 1 2 1
=N((’-ql)+(s—q2)z)s(§) +(_) :5.

2

Thus we obtain

N(p) = Me: — Ba) = N(fl(% — a)) = N(fi)N(% — a) 5 mpg,
so we do indeed have N(p) < N(fi) as desired. 9

We can now apply all our results of Section 35 to Z[i]. In particular, since N(l) = l,
the units of Z[i] are exactly the a: = a1 +azi with N(a) = a12 +a22 = 1. From the
fact that a; and (12 are integers, it follows that the only possibilities are a; = 5:1 with
a; = 0, or a; = 0 with (12 = :lzl. Thus the units of Z[i] are :|:l and ii. One can also
use the Euclidean Algorithm to compute a gcd of two nonzero elements. We leave
such computations to the exercises. Finally, note that while 5 is an irreducible in Z,
5 is no longer an irreducible in Z[i], for 5 = (1 + 2i)(1 — 2i), and neither 1 + 2i nor
1 — 2i is a unit. A
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Multiplicative Norms

Let us point out again that for an integral domain D, the arithmetic concepts of irre-
ducibles and units are not aflected in any way by a norm that may be defined on the
domain. However, as the preceding section and our work thus far in this section show, a
suitably defined norm may be of help in determining the arithmetic structure of D. This
is strikingly illustrated in algebraic number theory, where for a domain of algebraic
integers we consider many different norms of the domain, each doing its part in helping
to uncover the arithmetic structure of the domain. In a domain of algebraic integers, we
have essentially one norm for each irreducible (up to associates), and each such norm
gives information concerning the behavior in the integral domain of the irreducible to
which it corresponds. This is an example of the importance of studying properties of
elements in an algebraic structure by means of mappings associated with them.

Let us study integral domains that have a multiplicative norm satisfying Properties
2 and 3 of N on Z[i] given in Lemma 36.2.

Let D be an integral domain. A multiplicative norm N on D is a function mapping D
into the integers Z such that the following conditions are satisfied:

1. N(a) = 0 ifand only ifa = 0.
2. N(afi) = N(a)N(fi) for all 01,13 6 D. I

H0 is an integral domain with a multiplicative norm N, then N(l) = l and |N(u)| = l
for every unit u in D. If, furthermore, every a such that |N(u)| = l is a unit in D, then
an element 71 in D, with |N(u)| = p for a prime p e Z, is an irreducible of D.
Let D be an integral domain with a multiplicative norm N. Then

N(1)= N((1)(1)) = N(1)N(1)
shows that N(l) = 1. Also, ifu is a unit in D, then

1 = N(l) = N(uu-l) = N(u)N(u-1).
Since N(u) is an integer, this implies that |N(u)| = 1.

Now suppose that the units of D are exactly the elements of norm :|:1. Let rt 6 D
be such that |N(u)| = p, where p is a prime in Z. Then if 7r = afl, we have

p = |N(fl)| = |N(a)N(fi)| = |N(a)IIN(fl)I,
so either |N(u)| = 1 or |N(fl)| = 1. By assumption, this means that either a or f! is a
unit of D. Thus It is an irreducible of D. 0

On Z[i], the function N defined by N(a + bi) = a2 + b2 gives a multiplicative norm in
the sense of our definition. We saw that the function 1: given by v(a) = N(a) for nonzero
a e Z[i] is a Euclidean norm on Z[i], so the units are precisely the elements or of Z[i]
with N(a) = N0) = 1. Thus the second part of Theorem 36.7 applies in Z[i]. We saw
in Example 36.5 that 5 is not an irreducible in Z[i], for 5 = (l + 2i)(l — 2i). Since
N(1+ 2i) = N(l — 2i) =12 + 22 = 5 and5 is aprime in Z, we see from Theorem 36.7
that 1 + 2i and l — 2i are both irreducibles in Z[i]. A

As an application of mutiplicative norms, we shall now give another example of
an integral domain that is not a UFD. We saw one example in Example 34.17. The
following is the standard illustration.

Let Z[V —5] = {a + 1'n | a, b e Z}. As a subset of the complex numbers closed under
addition, subtraction, and multiplication, and containing 0 and 1, Z[«/ —5] is an integral
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domain. Define N on ZN -5] by

N(a + bJ-S) = a2 + 51:2.
(Here J-—5= ix/S.) Clearly, N(Ot) = 0 if and only if at =a+b«/——5= 0. That
N(afi) = N(a)N(fl) is a straightforward computation that we leave to the exercises
(see Exercise 12). Let us find all candidates for units in Z[«/-—5] by finding all ele-
ments at in Z[J-—5] with N(Ot) = 1. If a = a + bJ-—5, and N(a) = l, we must have
a2 + 5b2 = 1 for integers a and b. This is possible only if b = 0 and a = :|:l. Hence :1:1
are the only candidates for units. Since :|:l are units, they are then precisely the units in
25/75].

Now in 25/75], we have 21 = (3)(7) and also

21 = (1 +2J—_5)(1 — 2~/-_5).
Ifwe can show that 3, 7, l + 2s/ -5, and 1 — 24¢ -5 are all irreducibles in Z[«/ —5], we
will then know that Z[~/ —5] cannot be a UFD, since neither 3 nor 7 is :|:(l + 2s/ —5).

Suppose that 3 = afi. Then

9 = M3) = N(U)N(fl)
shows that we must have N(ot) = 1, 3, or 9. IfN(a) = 1, then a is a unit. Ifa = a +
bJ——5, then N(ot) = a2 + 5b2, and for no choice of integers a and b is N(a) = 3. If
N(ot) = 9, then N(fi) = 1, so [9 is a unit. Thus from 3 = afl, we can conclude that either
a or f! is a unit. Therefore, 3 is an irreducible in Z[J—_5]. A similar argument shows
that 7 is also an irreducible in Z[J—_5].

If 1 + 2F = y8, we have
21 = N(1 + 2J—_5) = N(y)N(6).

so N(y) = 1, 3, 7, or 21. We have seen that there is no element of Z[«/——5] of norm
3 or 7. Thus either N(y) = 1, and y is a unit, or N(y) = 21, so N(8) = l, and 6 is a
unit. Therefore, 1 + 2«/——5 is an irreducible in Z[J——5]. A parallel argument shows
that 1 — 2J—_5 is also an irreducible in 25/75].

In summary, we have shown that

Zw—sl = {a + ib~/§ | a,b e Z}
is an integral domain but not a UFD. In particular, there are two difi’erent factorizations

21 = 3-7 = (1 +2v-5)(1 — 2v-5)

of 21 into irreducibles. These irreducibles cannot be primes, for the property of a prime
enables us to prove uniqueness of factorization (see the proof of Theorem 34.18). A

We conclude with a classical application, determining which primes p in Z are
equal to a sum of squares of two integers in Z. For example, 2 = l2 + 12, 5 = l2 + 22,
and 13 = 22 + 32 are sums of squares. Since we have now answered this question for
the only even prime number, 2, we can restrict ourselves to odd primes.

(Fermat’s p = a2 + 1;2 Theorem) Let p be an odd prime in 2. Then p = a2 + b2 for
integers a and b in Z if and only ifp E 1 (mod 4).

First, suppose that p = a2 + [72. Now a and b cannot both be even or both be odd since
pisanoddnurnber.lfa=2randb=23+1,thena2+b2=4r2+4(sz+s)+l, so
p E 1 (mod 4). This takes care of one direction for this “if and only if” theorem.

For the other direction, we assume that p E 1 (mod 4). Now the multiplicative
group of nonzero elements of the finite field Z9 is cyclic, and has order p — 1. Since
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4 is a divisor of p — 1, we see that Zp contains an element n of multiplicative order
4. It follows that n2 has multiplicative order 2, so it2 = —1 in Zp. Thus in Z, we have
n2 a —1 (mod p), so p divides n2 + 1 in Z.

Viewing p and n2 + 1 in Z[i], we see that p divides n2 + l = (n + 0(n — 1). Sup-
pose that p is irreducible in Z[i]; then p would have to divide n + i or n - i. Ifp divides
n + i, then n + i = p(a + bi) for some a,b e Z. Equating coefficients of i, we obtain
1 = pb, which is impossible. Similarly, p divides n - i would lead to an impossible
equation -1 = pb. Thus our assumption that p is irreducible in Z[i] must be false.

Since p is not irreducible in Z[i], we have p = (a + bi)(c + di) where neither a +
bi nor c + di is a unit. Taking norms, we have p2 = (a2 + b2)(t:2 + ([2) where neither
a2 + b2 = 1 nor c2 + d2 = 1. Consequently, we havep = a2 + b2, which completes our
proof. [Since a2 + b2 = (a + bi)(a — bi), we see that this is the factorization of p, that
is,c+di=a-bi.] 9

Exercise 10 asks you to determine which primes p in Z remain irreducible in Z[i].

I EXERCISES 36

Computations
In Exercises 1 through 4, factor the Gaussian integer into a product of irreducibles in Z[i]. [Hint: Since an ir-
reducible factor of a e Z[i] must have norm >1 and dividing N(ot), there are only a finite number of Gaussian
integers a + bi to consider as possible irreducible factors of a given at. Divide a by each of them in C, and see for
which ones the quotient is again in Z[i].]

l. 5

5. Show that 6 does not factor uniquely (up to associates) into irreducibles in Z[J —5]. Exhibit two different
factorizations.

2.7 3.4+3i 4.6—7i

6. Considerot = 7 + 2i and fl = 3 — 4i in Z[i]. Find a and p in Z[i] such that

a = A30 + p with N(p) < N03)-
[Hint: Use the construction in the proof of Theorem 36.4.

7. Use a Euclidean algorithm in Z[i] to find a god of 8 + 6i and 5 — 15i in Z[i]. [Hint: Use the construction in
the proof of Theorem 36.4.]

Concepts

8. Determine whether each of the following is true or false.

9

a. Z[i] is a PID.
b. Z[i] is a Euclidean domain.
c. Every integer in Z is a Gaussian integer.
:1. Every complex number is a Gaussian integer.
e. A Euclidean algorithm holds in Z[i].
f. A multiplicative norm on an integral domain is sometimes an aid in finding irreducibles of the domain.
g. IfN is a multiplicative norm on an integral domain D, then |N(u)| = 1 for every unit u of D.
11. HF is a field, then the function N defined by N(f(x)) = (degree off(x)) is a multiplicative norm on F[x].
i. If F is a field, then the function defined by N(f(x)) = 20kt!tee 0W» forf(x) 9e 0 and MO) = o is a multi-

plicative norm on F[x] according to our definition.
j. Z[J——5] is an integral domain but not a UFD.
Let D be an integral domain with a multiplicative norm N such that |N(a)| = 1 for a e D if and only if a is a
unit ofD. Let It be such that |N(71)| is minimal among all |N(fi)| > 1 for B e D. Show that It is an irreducible
of D.
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10. a. Show that 2 is equal to the product of a unit and the square of an irreducible in Z[i].
b. Show that an odd prime p in Z is irreducible in Z[i] if and only ifp 5 3 (mod 4). (Use Theorem 36.10.)

11. Prove Lemma 36.2.
12. Prove that N of Example 36.9 is multiplicative, that is, that N(afi) = N(a)N(fi) for :1, fl 6 Z[J——5].
13. Let D be an integral domain with a multiplicative norm N such that |N(ot)| = l for a e D if and only if a is a

unit of D. Show that every nonzero nonunit of D has a factorizan'on into irreducibles in D.
Use a Euclidean algorithm in Z[i] to find a gcd of 16 + 7i and 10 — Si in Z[i]. [Hinn Use the construction in
the proof of Theorem 36.4.]

15. Let (a) be a nonzero principal ideal in Z[i].

a. Show that Z[fl/ (at) is a finite ring. [Hint Use the division algorithm]
b. Show that if a is an irreducible of Z[i], then Z[i]/(a) is a field.
c. Referring to part (b), find the order and characteristic of each of the following fields.

i. zm/(s) ii. mm + i) iii. Z[i]/(l + 2i)
16. Let n e 2" be square free, that is, not divisible by the square of any prime integer. Let Z[‘/ —n] = {a +

ibfi | a,b e Z}.

a. Show that the norm N, defined by N(ot) = a2 + nb2 for a = a + ibfi, is a mulfiplicau've norm on zw—n].
b. Show that N(a) = l for at e Z[J—n] ifand only ifot is a unit of Z[J—n].
c. Show that every nonzero a e Z[J—n] that is not a unit has a factorization into irreducibles in Z[J—n].

[Hint Use part (b).]

17. Repeat Exercise 16 for Z[fl = {a + bfi | a,b e Z} for square free n > 1, with N defined by N(a) =
a2 —nb2 form = a+bfiinZ[Jfi].Forpartbshow|N(a)| =1.

18. Show by a construction analogous to that given in the proof of Theorem 36.4 that the division algorithm holds
in the integral domain Z[V —2] for v(ot) = N(ot) for nonzero a in this domain (see Exercise 16). (Thus this
domain is Euclidean. See Hardy and Wright [29] for a discussion of which domains Z[fi] and Z[./ —n are
Euclidean.)

-TALGEBRAIC GEOMETRY
This section gives a brief introduction to algebraic geometry. Algebraic geometry is the
study of the common zeros of a finite collection of polynomials. For example, the zeros
of the set ofpolynomials {Jr2 + y2 — 25, (x — 6)2 + y2 — 25} consist ofjust two points in
R2, (3, 4) and (3, —4). In Section 38 we will develop a very useful algorithm that reduces
a finite set of polynomials to a simpler set of polynomials whose zeros are identical
to the zeros of the original set. In the example {1:2 + y2 — 25, (x — 6)2 + y2 — 25}, the
algorithm yields {x — 3, y2 — 16} making it much easier to see the two zeros.

14

Algebraic Varieties and Ideals

let F be a field. Recall that F[x1,x2, - - - ,xn] is the ring of polynomials in n indetemri-
nants x1,x2,- - - ,x,l with coefficients in F. We let F" be the Cartesian product F x F x
- - - X F for n factors. For ease in writing, we denote an element (a1, a2, - - - , an) of F" by
a, in bold type. Using similar economy, we let F[x] = F[x1,x2, - - - ,xn]. For each a e
I", we have an evaluation homomorphism ¢.: F[x] —> F just as in Theorem 27.4. That
is. for f(X) =f(x1,x2,- -- Jr») 6 F[X]. we define ¢.(f(X)) =f(a) =f(01,02,‘ ~ .an).

f This section is used only in Section 38.
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37.1 Definition

37.2 Example

37.3 Definition

37.4 Theorem

Proof

Commutative Algebra

The proof that ¢. is indeed a homomorphism follows from the associative, commu-
tative, and distributive properties of the operations in F[x] and F. Just as for the one-
indeterminate case, an element a of F" is a zero off(x) 6 F[x] iff(a) = 0. In what
follows, we further abbreviate a polynomialf(x) by “f.”

In this section and the following we discuss the problem of finding common
zeros in F" of a finite number of polynomialsf1, 2, ' - - ,f, in F[x]. Finding and studying
geometric properties of the set of all these common zeros is the subject of algebraic
geometry.

Let S be a finite subset of F[x]. The algebraic variety V(S) in F" is the set of all
common zeros in F” of the polynomials in S. I

In our illustrative examples, which usually involve at most three indeterminates, we
usex,y,z in place ofx1,x2, andx3.

Let S = {2x+y—2} C 1R[x,y]. The algebraic variety V(S) in R2 is the line with
x-intercept 1 and y-intercept 2. A

We leave to Exercise 14 the straightforward proof that for r elements f1,f2, - - - ,f,
in a commutative ring R with unity, the set

I={c1f1+c2f2+---+c,f,|c,~eRfori:1,-~,r}

is an ideal of R. We denote this ideal by (f1, 2, - - - ,f,). We are interested in the case
R = F[x] where all the c.- and all thef,- are polynomials in F[x]. We regard the c,- as “co-
efficient polynomials.” By its construction, this ideal I is the smallest ideal containing
the polynomials f1, 2, - - - ,f,; it can also be described as the intersection of all ideals
containing these r polynomials.

Let I be an ideal in a commutative ring R with unity. A subset {b1, b2, - - - ,b,} of I is a
basisforlifl: (b1,b2,--- .br). '

Unlike the situation in linear algebra, there is no requirement of independence for
elements of a basis, or of unique representation of an ideal member in terms of a basis.

Ietfi, 2, - -- ,f, e F[x]. The set of common zeros in F" of the polynomialsfi for i:
1,2, - -- , r is the same as the set of common zeros in F" of all the polynomials in the
entireidealI: (f1,f2,--- ,f,).

Let
f=61f1+02f2+~~+crfr (1)

be any element of I, and let a e F" be a common zero off1 ,f2, - - - , andf,. Applying the
evaluation homomorphism ¢. to Eq. (1), we obtain

f(a) = mm(a) + c2(a)fz(a) + - - - + cr(a)fr(a)
= cl(a)0 + c2(a)0 + 2 - 2 + c,(a)0 = 0.

showing that a is also a zero of every polynomial f in I. Of course, a zero of every
polynomial in I will be a zero of each f.~ because eachf; e I. O

For an ideal I in F[x], we let V(I) be the set of all common zeros of all elements of
I. We can summarize Theorem 37.4 as

V({f1,f2,- '- ,fr}) = V((f1,f2,--- .fr))-
Recall that a commutative ring with unity is Noetherian if for every chain N1 9 N2 9
N3 9 . . . ofideals in R, there is an integer r such that fors z r, N, = N,. Lemma 34.10
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states that if R is a PID, then R is a Noetherian ring. Theorem 37.5 states that if R
is a Noetherian ring, then polynomials with coefficients in R also form a Noetherian
ring.

IfR is a Noetherian ring, then R[x] is also a Noetherian ring.
00

LetIl g 12 g 13 g .. . beachainofidealinR[x].AswesawinLemma34.9,I = U!"

is an ideal in R. " I
We will show by contradiction that I has a finite basis. So we suppose that no finite

set of polynomials is a basis for I. We letf1 be a polynomial in I of minimal degree. We
then letf2 be a polynomial of minimum degree that is in I, but not in (f1). Continuing in
this manner, we letf,l be apolynomial ofminimal degree in I, but not in (fhfz, . . . ,f,,_1).
This defines an infinite sequence of polynomials since by our assumption no finite set
of polynomials is a basis for I. It is clear that deg(f1) 5 deg(f2) since otherwise we
should have picked f2 instead offl as the first polynomial in the sequence. In general,
deg(f1) s denz) s deg(fs) s ...

We let a; be the leading coefficient of1; Then in R, we have a chain of ideals

(01) S (ahaz) S Mama) 9
By the ascending chain condition in R, there is some integer N so that for any 5 Z N,

(“1.02. - - - ,aN)=(a1.l12. - - - #1:)-

In particular,

N
aN+l = E Cjaj

i=1

for some elements c; in R. The polynomial

N
807) = ZcjxdflUuaeflfflfi

i=1

is inthe ideal (f1,f2,f3,. ..,fN). 'I'lius+1—g ¢ (f1,f2,.. .,fN = J). The degrees ofg
andfN+1 are equal and they have the same leading coefficient 11"“. Thus the degree of
fN+1 — g is less than the degree offN+1. But this contradicts the choice offN+1 since
fNH — g ¢ J, fN — g has lower degree than fN+1, andfN+1 has lowest degree among all
the polynomials in I that are not in (f1 (x),fz(x), . . .fN(x)). We conclude that there is a
finite set ofpolynomials with I = (f1,fz,. . .,f,.).

Since every polynomialf} is in some i and I1 g 12 g 13 Q . . . , it follows that there
is an integer r such thatfi is in I, for eachj. Therefore, I = (f1,f2,f , . . . ,f,.) = 1,. 0

By repeated application of Theorem 37.5, it is immediate that F[x1,x2, . . .,x,.] is a
Noetherian ring for any field F. Exercise 21 shows that if R is a commutative ring with
unity, then R is a Noetherian ring if and only if every ideal I in R has a finite basis. These
observations prove the following significant theorem.

(Hilbert Basis Theorem) Every ideal I in F[x1,x2, . . . ,x,.] has a finite basis. 0

Our objective: Given a basis for an ideal I in F[x], modify it if possible to become a
basis that better exhibits the structure of I and the geometry of the associated algebraic
variety V(I).
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Solution

Commutative Algebra

The theorem that follows provides a tool for this task. You should notice that the
theorem gives information about the division algorithm that we did not mention in The-
orem 28.2. We use the same notation here as in Theorem 28.2, but with x rather than x.
Iff(x) = g(x)h(x) in F(x), then g(x) and h[x] are called “divisors” or “factors” off(x).

(Property of the Division Algorithm) Letf(x), g(x), q(x), and r(x) be polynomials in
F[X] such thatf(x) = g(x)q(x) + r(x). The common zeros in F" off(x) and g(x) are the
same as the common zeros of g(x) and r(x). Also the common divisors in F[x] off(x)
and g(x) are the same as the common divisors of g(x) and r(x).

Iff(x) and g(x) are two members of a basis for an ideal I of F[x], then replacement
off(x) by r(x) in the basis still yields a basis for I.

If a e F" is a common zero of g(x) and r(x), then applying ¢. to both sides of the
equationflX) = g(x)q(x) + r(x). we obtainf(a) = g(a)q(a) + r(a) = 0q(a) + 0 = 0. so
a is a zero of both f(x) and g(x). If b e F[x] is a common zero off(x) and g(x), then
applying ¢., yieldsf(b) = g(b)q(b) + r(b) so 0 = 0q(b) + r(b) and we see that r(b) = 0
and g(b) = 0.

The proof concerning common divisors is essentially the same, and is left as Exer-
cise 15.

Finally, let B be a basis for an ideal I, letf(x), g(x), e B, and letf(x) = g(x)q(x) +
r(x). Let B’ be the set obtained by replacing f(x) by r(x) in B, and let I’ be the ideal
having 8’ as a basis. Let S be the set obtained from B by adjoining r(x) to B. Note
that S can also be obtained by adjoiningf(x) to B’. The equationf(x) = g(x)q(x) + r(x)
shows that f(x) 6 I’, so we have 8’ g S g 1’. Thus S is a basis for I’. The equation
r(x) =f(x) — q(x)g(x) shows that r(x) e I, so we have B Q S g 1. Thus S is basis for I.
Therefore I = I’ and B’ is a basis for I. O

A Familiar Linear Illustration

A basic technique for problem solving in linear algebra is finding all common solutions
of a finite number of linear equations. For the moment we abandon our practice of never
writing “f(x) = 0” for a nonzero polynomial, and work a typical problem as we do in a
linear algebra course.

(Solution as in a Linear Algebra Course) Find all solutions in 1123 of the linear
system

x + y — 3z = 8
2x + y + z = —5.

We multiply the first equation by —2 and add it to the second, obtaining the new system

J: + y — 32 = 8

—y + 72 = —21

which has the same solution set in IR3 as the preceding one. For any value z, we can find
the corresponding y-value from the second equation and then determine x from the first
equation. Keeping z as parameter, we obtain {(—42 — 13, 72 + 21, z) | z 6 R} as solution
set, which is a line in Euclidean 3-space through the point (-13, 21, 0). A

In the notation of this section, the problem in the preceding example can be phrased
as follows:

Describe V((x+y — 3z — 8,2x+y+z+ 5)) in R3.
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We solved it by finding a more useful basis, namely

{x+y—3z— 8,-y+7z+21}.

Notice that the second member, —y + 7z + 21, of this new basis can be obtained from
the original two basis polynomials as a remainder r(x, y, z) in a division process, namely

2

x+y-3z-8 2x+ y+ 2+ 5
u+b—&—m

-y+7z+21

Thus 27: +y + z + 5 = (x +y - 3z — 8)(2) + (-y + 77, + 21), an expression of the
form f(x,y, z) = g(x, y, z)q(x, y, z) + r(x, y, z). We replaced the polynomial f by the
polynomial r, as in Theorem 37.7, which assures us that V((f, g)) = V((g, r)) and that
(f, g) = (g, r). We chose a very simple, l-step problem in Example 37.8. However,
it is clear that the method introduced in a linear algebra course for solving a linear
system can be phrased in terms of applying a division algorithm process repeatedly to
change a given ideal basis into one that better illuminates the geometry of the associated
algebraic variety.

A Single Indeterminate Illustration
Suppose now that we want to find the variety V(I) in IR associated with an ideal I in F[x],
the ring of polynomials in the single indeterminate x. By Theorem 31.24, every ideal in
F[x] is principal, so there exists f(x) 6 F[x] such that I = (f(x)). Thus V(I) consists of
the zeros of a single polynomial, and {f(x)} is probably as simple a basis for I as we
could desire. We give an example illustrating computation of such a single generatorf(x)
for I in a case where the given basis for I contains more than one polynomial. Because
a polynomial in 1R[x] has only a finite number of zeros in R, we expect two or more
randomly selected polynomials in 1R[x] to have no common zeros, but we consn'ucted
the basis in our example carefully!

Let us describe the algebraic variety V in R consisting of common zeros of

f(x)=x4+x7‘—3x2—5x—2 and g(x)=x3+3x2—6x—8.

We want to find a new basis for (f, g) having polynomials of as small degree as possible,
so we use the division algorithmf(x) = g(x)q(x) + r(x) in Theorem 28.2, where r(x) will
have degree at most 2. We then replace the basis {f, g} by the basis {g, r}.

x—2

9+w—w—8£+£—nk-a—2
a+w—w—e

—N+w+y—2
—2x3—6x2+12x+16

9x2— 9x— 18

Becausezerosof9x2—9x— 18 arethesameaszerosofxz—x—2,we1etr(x)=x2—
x— 2, and take as new basis

ma:ufiafi—m—&£—x—n
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By dividing g(x) by r(x) to obtain a remainder r1 (x), we will now be able to find a
basis {r(x), rl(x)} consisting of polynomials of degree at most 2.

x+4

xZ—x-Z x3+3x2-6x—8
x3- xz-Zx

4x2—4x—8
4xz—4x-8

0

Our new basis {r(x),r1(x)} now becomes {xz—x—Z}. Thus I: (f(x),g(x)) =
(x2 -x—2) = ((x—2)(x+ 1)),andwe see thatV= {—l,2}. A

Theorem 37.7 tells us that the common divisors off(x) and g(x) in the preceding
example are the same as the common divisors of r(x) and n (x). Because 0 = (0)r(x),
we see that r(x) itself divides 0, so the common divisors off(x) and g(x) are just those
of r(x), which, of course, include r(x) itself. Thus r(x) is called a “greatest common
divisor” (abbreviated god) off(x) and g(x).

I EXERCISES 37

In Exercises 1—4 find a basis for the given ideals in R[x, y].

l. The set of polynomials vw'th constant 0.
2. The kernel of the evaluation homomorphism ¢(2,3) : R[x, y] —> R.

3. The kernel of the evaluation homomorphism ¢(_4,5) : ]R[x, y] —> R.

4. The set of all polynomials with zeros on the circle centered at the origin with radius 1.

In Exercises 5—8, use the techniques from Examples 37.8 and 37.9 to find a simpler basis for the ideal where the
field is R. Describe the algebraic variety associated with the ideal.

5. I: (x+y+z.2x+y+3z—4)

6. I=(3x+4y+7z—10,2x+3y—2z+1)
7. 1=(x4+5x3+3x2—7x—2,x3+6x2+3x—10)
s. I=(xG—x5—6x4+3x3—8x2—4x+3,x3—2x2—9)
9. Describe the algebraic variety for the ideal {0} in F[x, y].

10. Describe the algebraic variety for the ideal {1} in F[x, y].
11. Describe the algebraic variety in F for the ideal (x2 + 1) a) for F = R and b) forF = C.
12. Compare the algebraic varieties for the ideals! = (x2 +4xy+4y2) and] = (x+2y).

Concepts

l3. Determine whether each of the following is true or false.
a. Every ideal in F[x] has a finite basis.

b. Every subset of IR2 is an algebraic variety.
c. The empty subset of R2 is an algebraic variety.
d. Every finite subset of R2 is an algebraic variety.
e. Every line in R2 is an algebraic variety.
f. Every finite collection of lines in R2 is an algebraic variety.
g. A greatest common divisor of a finite number of polynomials in R[x] (one indeterminate) can be computed

using the division algorithm repeatedly.
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h. In the context of ideals in a commutative ring with unity, elements in a basis are independent.
i. HR is a Noetherian ring, then so is R[x].
j. The ideals (x, y) and (x2, y2) are equal because they both yield the same algebraic variety, namely {(0, 0)},

in IR .

Theory

14. Show that iff1,f2,- - - ,f, are elements of a commutative ring R with unity, then I ={c1f1 +czf2 + -- - +
c,f,|c,- eRfori= l,--- ,r}isanidealofR.

15. Show that iff(x) = g(x)q(x) + r(x) in F[x], then the common divisors in F[x] off(x) and g(x) are the same as
the common divisors in F[x] of g(x) and r(x).

16. Let F be a field. Show that if S is a nonempty subset of F”, then

[(S) = {f(x) 5 F[x] |f(s) = 0for all s e S}

is an ideal of F[x].
17. Referring to Exercise 16, show that S g V(I(S)).
18. Referring to Exercise 16, give an example of a subset S of IR2 such that V(I(S)) yé S.
19. Referring to Exercise 16, show that ifN is an ideal of F[x], then N g I(V(N)).

20. Referring to Exercise 16, give an example of an ideal N in ]R[x, y] such that I(V(N)) aé N.

21. Prove for R a commutative ring with unity, R is a Noetherian ring if and only if every ideal in R has a finite
basis.

-1LGRéBNER BASES FOR IDEALS

We tackle the problem of finding a nice basis for an ideal I in F[x] = F[x1,xz, - - - ,x,,].
In view of our Section 37 illustrations for the linear and single indetenninant cases,
it seems reasonable to try to replace polynomials in a basis by polynomials of lower
degree, or containing fewer indeterrninates. It is crucial to have a systematic way to ac-
complish this. As you probably learned in linear algebra, when row reducing matrices,
it is important to follow the standard order for which matrix entries you make zero.
If you make an entry in the second column zero before dealing with the first column,
you may have wasted your time. As a first step in our goal, we tackle this problem of
specifying an order for polynomials in a basis.

Ordering Power Products

Our polynomials in F[x] have terms of the form aattlm'xz'"2 ---x,,""' where a e F.
Let us consider a power product in F[x] to be an expression

P = x1""x2"12 . - txnm" where all the m,- > 0 in Z.
Notice that all x; are present, perhaps some with exponent 0. Thus in F[x, y, z}, we
must write xz2 as xy°z2 to be a power product. We want to describe a total ordering
< on the set of all power products so that we know just what it means to say that
P, < PJ- for two power products, providing us with a notion of relative size for power
products. We can then try to change an ideal basis in a systematic way to create one
with polynomials having terms aiPi with as “small” power products P,- as possible. We
denote by l the power product with all exponents 0, and require that an ordering of
the power products has the properties listed below. Suppose that such an ordering has
been described and that P,- 9é PJ- and P,- divides Pj so that P,- = PP,- where l < P. From
Property 4, we then have 1P,- < PP,- = Pj, so P,- < Pj. Thus P,- divides P,- irnplies that

I This section is not used in the remainder of the text.
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Commutative Algebra

P,- < Pj. In Exercise 28, we ask you to show by a counterexample that P,- < Pj does not
imply that P; divides Pj.

Properties for an Ordering of Power Products

1. l < P for all power products P ;é 1.
2. For any two power products P.- and Pj, exactly one of

P; < Pj,P,' = Pj,Pj < Pi holds.

3. HP, < P; and P; < Pk, then P.- < Pk.
4. If P, < Pj, then PP,~ < PPj for any power product P.

It can also be shown that these properties glarantee that any step-by-step process for
modifying a finite ideal basis that does not increase the size of any maximal power
product in a basis element and replaces at least one by something smaller at each step
will terminate in a finite number of steps.

In F[x] with x the only indeterminate, there is only one power product ordering, for
by Property 1, we must have 1 < x. Multiplying repeatedly by x and using Property 4,
wehavex<x2,x2 <x3,etc.PropertyElthenshowsthat1<x<x2 <x3 < isthe
only possible order. Notice that in Example 37.9, we modified a basis by replacing basis
polynomials by polynomials containing smaller power products.

There are a number of possible orderings for power products in F[x] with n inde-
temiinates. We present just one, the lexicographical order (denoted by “lex"). In lex,
we define

xl"Jc2’2 - - ~xn’" < x1".\:2'z - - -x,,"' (2)

if and only if s,- < t,- for the first subscript i, reading from left to right, such that s,- ;é t,~.
Thus in F[x, y], if we write power products in the order x”y"‘, we have y =x°yl <
xlyo = x and xy < xyz. Using lex, the order of n indeterminates is given by l < x,l <
x,,_l < - - - < x; < x1. Our reduction in Example 37.8, where we first got rid of all “big”
x’s that we could and then the “smalle ’ y’s, corresponded to the lex order z < y < x,
that is, to writing all power products in the x’"y"z’ order. For the two-indetemiinate case
with y < x, the total lex term order schematically is

l<y<y2<y3---<x<xy<xy2<xy3<---<x2<x2y<x2y2<---.

In all the examples that follow we will use lexicographic ordering using a specified
ordering of the indetemlinates.

An ordering of power products P induces an obvious ordering of terms aP of a
polynomial in F[x], which we will refer to as a term order. From now on, given an
ordering of power products, we consider every polynomial f in F[x] to be written in
decreasing order of terms, so that the leading (first) term has the highest order. We
denote by lt(f) the leading term off and by lp(f) the power product of the leading
term. If f and g are polynomials in F[x] such that lp(g) divides lp(f), then we can
execute a division off by g, as illustrated by the linear and one-indeterminate cases, in
Section 37 to obtainf(x) = g(x)q(x) + r(x) where lp(r) < lp(f). Note that we did not
say that lp(r) < lp(g). We illustrate with an example.

By division, reduce the basis {)cy2,y2 — y} for the ideal I = (xy2,y2 — y) in 1R[x, y] to
one with smaller maximum term size, assuming the order lex with y < x.
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We see that y2 divides xy2 and compute

m—
-xyfig

.“
.1

Because y2 does not divide xy, we cannot continue the division. Note that lp(xy) = xy
is not less than lp(yz —- y) = y2. However, we do have lp(xy) < lp(xyz). Our new basis
for] is {may2 - y}. A

When dealing with more than one indeterminate, it is often easier to perform basis
reduction by multiplying a basis polynomial g(x) by a polynomial —q(x) and adding it
to a polynomial f(x) to obtain r(x), as we perform mau'ix reduction in linear algebra,
rather than writing out the division display as we did in the preceding example. Starting
with basis polynomials xy2 and y2 — y, we can reduce the Jury2 by multiplying y2 — y by
—x and adding the resulting —xy2 + xy to xyz, obtaining the replacement xy for xyz. We
can do that in our head, and write down the result directly.

Referring again to Example 38.1, it will follow from what we state later that given
any polynomial f(x.y) = cl(x.y)(xy) + Cz(x,y)(y2 - y) in (n’ - y), either xy or y’
will divide lp(f). (See Exercise 32.) This illustrates the defining property of a Griibner
basis.

A set {g1.gz. - - - ,g,} of nonzero polynomials in F[x1,x2, - - . ,x,,], with term ordering
<, is a Griibner basis for the ideal I = (g1, g2, - - - , gr) if and only if, for each nonzero
f e I, there exists some iwhere 1 5 i 5 r such that lp(gi) divides lp(f). I

While we have illustrated the computation of a Griibner basis from a given basis
for an ideal in Examples 37.8, 37.9, and 38.1, we have not given a specific algorithm.
We refer the reader to Adams and Loustaunau [23]. The method consists of multiplying
some polynomial in the basis by any polynomial in F[x] and adding the result to another
polynomial in the basis in a manner that reduces the size of power products. In our
illustrations, we have treated the case involving division off(x) by g(x) where lp(g)
divides lp(f), but we can also use the process if lp(g) only divides some other power
product in f. For example, if two elements in a basis are xy — y3 and y2 — 1, we can
multiply y2 — 1 by y and add it to xy — y3, reducing xy — y3 to xy — y. Theorem 37.7
shows that this is a valid computation.

You may wonder how any basis {g1, g2,- -- , g,} can fail to be a Griibner basis for
I = (g1, g2,- -- , g,) because, when we form an element clgl + czgz + - - - + c,g, in I,
we see that lp(gi) is a divisor of lp(cigi) for i = 1, 2,- -- , r. However, cancellation of
power products can occur in the addition. We illustrate with an example.

Consider the ideal I = (xzy — 2,1972 — y) in 1R[x, y}. The polynomials in the basis shown
cannot be reduced further. However, the ideal I contains y(x2y — 2) — x(xy2 — y) = xy —
2y, whose leading power product xy is not divisible by either of the leading power
products xzy orxy2 of the given basis. Thus {xzy — 2,xy2 — y} is not a Grobner basis for
1, according to Definition 38.2. A

When we run into a situation like that in Example 38.3, we realize that a Grobner
basis must contain some polynomial with a smaller leading power product than those
in the given basis. Let f and g be polynomials in the given basis. Just as we did in
Example 38.3, we can multiplyf and g by as small power products as possible so that
the resulting two leading power products will be the same, the least common multiple
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(1cm) of lp(f) and 1p(g), and then subtract or add with suitable coefficients from F
so cancellation results. We denote a polynomial formed in this fashion by S(f, g). We
state without proof a theorem that can be used to test whether a basis is a Griibner
basis.

A basis G = {g1,g2, ~ - ~ ,g,} is a Grdbner basis for the ideal (ghgz, - - - ,g,) ifand only
if, for all i yé j, the polynomial S(g,-, gj) can be reduced to zero by repeatedly dividing
remainders by elements of G, as in the division algorithm.

As we mentioned before, we may prefer to think of reducing S(g,~, gj) by a sequence
of operations consisting of adding (or subtracting) multiples of polynomials in G, rather
than writing out division.

We can now indicate how we can obtain a Griibner basis from a given basis. First,
reduce the polynomials in the basis as far as possible among themselves. Then choose
polynomials g,- and gj in the basis, and form the polynomial S(g.-,gj). See if S(g,~,gj)
can be reduced to zero as just described. If so, choose a different pair of polynomials,
and repeat the procedure with them. If S(g,-, gj) cannot be reduced to zero as described
above, augment the given basis with this S(g.-, gj), and start all over, reducing this basis
as much as possible. By Theorem 38.4, when every polynomial S(g,-, g) for all i ¢ j can
be reduced to zero using polynomials from the latest basis, we have arrived at a Grtibner
basis. We conclude with a continuation of Example 38.3.

Continuing Example 38.3, let g1 = xzy — 2, g; = .\:y2 — y, and I = (ghgz) in R2. In Ex-
ample 38.3, we obtained the polynomial S(g1, g2) = 1y — 2y, which cannot be reduced
to zero using g1 and g2. We now reduce the basis {xzy — 2,):y2 — y,xy — 2y}, indicating
each step.

{12y - 2.xyz — y,xy — 2y} augmented basis
{20’ - 2,103 - wry - 2y} by adding (—x) (third) to first
{n — 2, 2y2 — y,xy — 2y} by adding (—y) (third) to second
{4y — 2, 2y2 — y,xy — 2y} by adding (—2) (third) to first

{4y — 2, 0,19! — 2y} by adding (—§) (first) to second
{4y — 2,0, %x — 2y} by adding (—§) (first) to third
{4y — 2,0, %x — 1} by adding Q) (first) to third

Clearly, — 1,x — 2} is a Grobner basis. Note that iff =y — % and g :1: — 2, then
S(f,g) = )9“ —yg = (xy — ’25) — (xy — 2y) = —’2—‘ + 2y, which can readily be reducedto
zero by adding %(x — 2) and —2(y — 9.

From the Grobner basis, we see that the algebraic variety V(I) contains only one
point, (2, l), in R2. A

Applications

Here we give a simple example ofhow a Grobner basis can be used to derive a geometric
formula.

Using a Gr6bner basis, derive the standard formula for a parabola.

Recall that a parabola is the set of all points in the plane that are equidistant from a
fixed line (direclrix) and a fixed point (focus). In standard form, the directrix is the line
y = —p and the focus is the point (0,p) where p > 0. The algebraic variety defined by
the ideal (x2 + (y —p)2 — Jay +p — (1) gives the set of all points (xo,yo,po,do) 6 1R4
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such that the point (x0, yo) is a distance ofdo from the point (0,p0) and a distance do from
the line y = —p. We order the indeterminates by p < x < y < d and seek a Griibner
basis.

{—d2+y2-2yp+x2+p2,d-y-p} initialbasis
{-dy — dp + y2 - 2yp +x2 +p2,d — y - p} by adding (d)(second) to first

{-dp - 3yp + x2 + 112,11 — y - p} by adding (y)(second) to first
{-4yp + x2,d — y - p} by adding (p)(second) to first

In Exercise 33 you are asked to check that {-4yp +x2,d — y - p} is a Gr6bner
basis. Note that for any (x0, yo,po) e R3 that is a zero of the first polynomial —4yp + x2,
there is a real number do so that (x0, yo, p0, do) is a zero of the second polynomial. This
verifies the standard form of the equation of a parabola, 4py = x2. A

,(0, p)

y = -p

Care must be taken in deciding the order for the indetemtinate. In Example 38.6,
had we taken the order of the indeterminates to be d < p < x < y, the resulting Grébner
basis would have been {—4dp + 4p2 + 1241 — p — y}, which does not directly give the
standard form for the equation of a parabola. The reason for making the indeterminate
d the largest is that the algorithm attempts to eliminate d from polynomials in the basis
since the reduction process reduces the maximum-sized term.

The algorithm for computing Gr6bner bases can be programmed. In fact, it is
a built-in function on many common mathematical packages including Mathematica,
Maple, Wolfram Alpha, and others. By carefully picking the order of the indetermi-
nates, it is possible to solve a large variety of problems using automated computations
of Griibner bases.

We use a software package to compute a Grobner basis that yields the equation of an
ellipse in standard position. An ellipse in standard position is the set of all points in the
plane so that the sum of the distances to the two foci (c, 0) and (—c, 0) is a fixed distance
2a. We start with the basis

{(x—c)2+y2 —d2.(x+c)2+f—dz.d1+dz—2a}
where d1 represents the distance to focus (c, 0) and d2 represents the distance to focus
(—c, 0). We wish to arrive at a polynomial that includes x andy as well as the parameters
a and c that describe the shape and size of the ellipse. Therefore, we take d; and d2 as
the largest indeterminates. Using the order a < c < y < x < d2 < d1, a mathematical
software package quickly computes the Grobner basis

{a4—a2c2—a2x2+c2x2—a2y2,—a2+ad2—cx,a3—acz—acs+cd2x—ax2—ay2,

—c2+d§—2cx—x2—y2,—2a+d1+d2}.
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The first polynomial can be written as

a2(a2 — c2) — (a2 — c2»? — azyz.
We think of a and c as parameters and recall that in an ellipse, the parameter b > 0 is
defined by b2 = a2 — 02. We see that the variety in R2 defined from the ideal (azb2 -
b2):2 - azyz) has equation x2

a2
A graph is a finite set with elements called vertices together with a collection of

pairs of vertices called edges or arcs. Graphs are often drawn as in Figure 38.10, which
shows a graph with four vertices x1,xz,x3,,t4 and four edges {x1,xz}, {xz,x3}, {x3,x1},
{x3,x4}. A coloring of a graph is an assignment of colors to the vertices in such a way
that no two vertices in the same edge have the same color. The problem of determining
if a graph can be colored with n colors can be restated as a question about an ideal,
which can (at least theoretically) be answered using Griibner bases.

38.8 Theorem Let G be a graph with vertex set {x1,x2, . . . ,xk}. We identify each vertex with an inde-
terminate and form the ideal I g C[x1,x2, . . . ,xk] with basis consisting of polynomials
x1—1,,t" — l,x§' — 1, . . . ,xz — 1 together with apolynomialifi."l +xf—zxj +x7‘3x’? +
~ - ~ + xixrz + x?" for each edge in the graph. The graph G can be colored with n colors
if and only if the algebraic variety V(I) is nonempty.

Proof The proof is left for Exercise 34. O

The variety V(I) in Theorem 38.8 gives all possible colorings of the graph G using
the nth roots of unity for the colors and coloring vertex x; with the color 1. For each
point in V(I), the jth coordinate gives the color assigned to Xj.

38.9 Example Using the graph in Figure 38.10, the basis described in Theorem 38.8 for n = 2 is

{In — 1.1% — 1.1% — 1.xi —1.x1+x2,X2 +x3.x3 +x1,x3 +x4}.
A Griibner basis is {1}. This can be determined electronically, or by noticing that

(x1+x2)—(x2 +x3) + (13 +x1) = 2X16 1-
Therefore, x1 6 I, so x1 — (x1 — 1) = 1 e I. Thus the ideal is all of C[x1,xz,x3,x4],
which has {1} as a basis. Since the algebraic variety for (1) is the empty set, the graph
cannot be colored with two colors.

We now compute a Grobner basis when n = 3. Theorem 38.8 tells us to start with
x] 38°10 g the basis

{x1 — 1,92 — 1,16 —1,,\i — l,xf +x1Xz +x2,x% +xzx3 +x2,x§ +xyr1

+ 162.1% + x314 + xi}.

x2 Using a software package, a Gr6bner basis with indeterminate order x1 < x; < x3 < x4
is

X3 X4

{x1 — 1.X§+xz+ 1,1 +x2+x3,x2-x4—xzx4+xi}.
Let g = —32§ + §ibe athird root ofunity. We findan element (a1,az,a3,a4) e V(I):

a1—1=0a1=1
ag+a2+1=0a2isathirdrootofunity.Letaz=§
l+§+a3=0a3=—l—§=;2

§—a4—§a4+ai=0factoring, (g—a4)(1—a4)=0.
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We see that we can color vertex 1 the color 1, vertex 2 4’, vertex 3 {2, and then we can
color vertex 4 either the color 1 or 4’. A

There are many applications of Gr6bner bases in mathematics, statistics, engineer-
ing, and computer science. These include controlling robot arms and automated theorem
proving. The algorithm to compute a Grobner basis is generally too long and tedious to
be done by hand, so computers are essential. However, some larger problems are not
feasible even on modern high-speed computers.

I EXERCISES 38

In Exercises 1 through 4, write the polynomials in 1R[x, y, z] in decreasing term order, using the order lex for power
products x’"y"z’ where z < y < x.

1. 21y3z5 — 5x2yz3 + 7x2y2z — 313 2. 3y225 — 4x + 5y3z3 — 8z7
3. 3y—7x+10z3-2xy2z2+2x2y22 4. 32;—4xz+2yz—8xy+3yz3

In Exercises 5 through 8, write the polynomials in 1R[x, y, z] in decreasing term order, using the order lex for power
products z’”y"x‘ wherex < y < z.

5. The polynomial in Exercise 1. 6. The polynomial in Exercise 2.
7. The polynomial in Exercise 3. 8. The polynomial in Exercise 4.

Another ordering, deglex, for power products in F[x] is defined as follows:
xl-ez-Yz __ .xn-Vn < xltrxztz _ "xntn

if and only if either 27:1 s,- < 2L1 t.-, or these two sums are equal and si < t.- for the smallest value of i such that
$.- ;é t,-. Exercises 9 through 13 are concerned with the order deglex.

9. List, in increasing order, the smallest 20 power products in 1R[x, y, z] for the order deglex with power products
x’"y"z‘ wherez <y <x.

In Exercises 10 through 13, write the polynomials in order of decreasing terms using the order deglex with power
products fly”? where z < y < x.

10. The polynomial in Exercise 1. 11. The polynomial in Exercise 2.
12. The polynomial in Exercise 3. 13. The polynomial in Exercise 4.
For Exercises 14 through 17, let power products in lR[x, y, 2] have order lex where z < y < x. If possible, perform
a sin e-step division algorithm reduction that changes the given ideal basis to one having smaller maximum term
order.

14. (c2 — 2x,xzy+4xy,xy-y2) 15. (xy+y3,y3 +z,x—y4)
16. (xyz - 322,19 +y2z3,x2yz3 +4) 17. (11223 + 3,y3z2 — zz,y2z2 + 3)
In Exercises 18 and 19, let the order of power products in R[w,x, y, 2] be lex with z < y < x < w. Find a Gr6bner
basis for the given ideal.

18. (w+x—y+4z—3,2w+x+y—22+4,w+3x—3y+z-5)
19. (w—4x+3y—z+2,2w—2x+y—22+5,w—10x+8y—z—1)

In Exercises 20 through 22, find a Grobner basis for the indicated ideal in 1R[x].

20. (x4+x3—3x2—4x—4,x3+x2—4x—4)
21. (AA-4x3+5x2-2x,x3—x2—4x+4,.\3—3x+2)
22. (15+x2+2x—5,x3—x2+x—1)
In Exercises 23 through 26, find a Griibner basis for the given ideal in lR[x, y]. Consider the order ofpower products
to be lex with y < x. Ifyou can, describe the corresponding algebraic variety in R[x, y].
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23. (n—x—2,xy+2y—9) 24. (x2y+x,xy2—y)
25. (x2y+x+l,xy2+y—l) 26. (x2y+ay2,xy—x)

Concepts

27. Determine whether each of the following is true or false.
a. Polynomials in a Griibner basis are linearly independent.
b. The set {1} is a Grfibner basis.
c. The set {0} is a Griibner basis.
d. The order one picks for the power products does not affect the resulting Grébner basis.
e. For any total ordering of all the power products, A:2 > in.
f. A Grébner basis can be used to determine if a graph can be colored with n colors starting with a basis

consisting of polynomials each of degree at most n.
g. A Grébner basis can be used to determine if a graph can be colored with n colors starting with a basis

consisting of r + s polynomials where r is the number of vertices in the graph and s is the number of edges
in the graph.

h. I have computed Griibner bases before I knew what they were.
i. Any ideal in F[x] has a unique Gr6bner basis.
j. A basis for an ideal I in F[x1,x2, . . . ,x,,] is a Griibner basis if and only if each polynomial in the basis

cannot be reduced further using the division algorithm.
28. Let 1R[x, y] be ordered by lex. Give an example to show that P,- < Pj does not imply that P.- divides Pj.
29. What other orders of the indeterminate a, c, x, y, (11, d2 would you expect the equation of an ellipse to result

from computing a Griibner basis for the ideal in Example 38.7?
30. Use a Griibner basis to derive the formula for a hyperbola in standard position. Recall that a hyperbola in

standard position is the set of all points in the plane whose difference in distances from (c,0) and (—c,0) is
:l:2a. You may use a computer to compute the Grfibner basis.

31. Use a Grobner basis to show that the graph with vertex set {x1,x2,x3,x4,x5} and edge set {{x1,x2}, {1:2, x3},
{13,x4}, [x1,x3}, [x1,x5}, {x5,x4}} cannot be colored with three colors, but it can be colored with four colors.
You may use a computer to compute the Grébner basis.

Theory

32. Show that {xy,y2 — y) is a Giiihnei basis for (xy, y2 — y), as asserted after Example 38.1.
33. Show that {—4yp+x2,d — y— p} is a Grahiier basis for the ideal (—4yp+x2,d—y — p) as asserted in

Example 38.6.

34. Prove Theorem 38.8. [Hintz Think about coloring a graph with the nth roots of unity.]
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INTRODUCTION TO EXTENSION FIELDS

Our Basic Goal Achieved

We are now in a position to achieve our basic goal, which, loosely stated, is to show
that every nonconstant polynomial has a zero. This will be stated more precisely and
proved in Theorem 39.3. We first introduce some new terminology for some old ideas.

A field E is an extension field of a field F if F 5 E. I

C For. y)

| / \
1R 170:) F0)

\ /
Q F

39.2 Figure

Thus IR is an extension field of Q, and C is an extension field of both R and Q. As
in the study of groups, it will often be convenient to use subfield diagrams to picture
extension fields, the larger field being on top. We illustrate this in Fig. 39.2. (Recall that
F(x) is the field of quotients constructed from F[x].) A configuration where there is just
one single column of fields, as at the left—hand side of Fig. 39.2, is often referred to,
without any precise definition, as a tower of fields.

Now for our basic goal! This great and important result follows quickly and ele-
gantly from the techniques we now have at our disposal.

1 Section 41 is not required for the remainder of the text.

311
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39.3 Theorem

Extension Fields

(Kronecker’s Theorem) (Basic Goal) Let F be a field and letf(x) be a noncoustant
polynomial in F[x]. Then there exists an extension field E of F and an at e E such that
f(a) = 0-

By Theorem 28.21 ,f(x) has a factorization in F[x] into polynomials that are irreducible
over F. Let p(x) be an irreducible polynomial in such a factorization. It is clearly suffi-
cient to find an extension field E of F containing an element a such thatp(a) = 0.

By Theorem 31.25, (p(x)) is a maximal ideal in F[1:], so F[x]/ (p(x)) is a field. We
claim that F can be identified with a subfield of F[x]/ (p(x)) in a natural way by use of
the map 10 : F -> F[x]/ (p(x)) given by

'1/(11) = a + (p00)
fora e F. This map is one-to-one, for if 1/t(a) = 1/I(b), that is, ifa + (p(x)) = b + (p(x))
for some a, b e F, then (a - b) e (p(x)), so a — b must be a multiple of the polynomial
p(x), which is of degree 21. Now a,b e F implies that a — b is in F. Thus we must
have a — b = 0, so a = b. We defined addition and multiplication in F[x]/ (p(x)) by
choosing any representatives, so we may choose a e (a + (p(x))). Thus I]! is a homo-
morphism that maps F one-to-one onto a subfield of F[x] / (p(x)). We identify F with
{a + (p(x)) la 6 F} by means of this map 1/r. Thus we shall view E = F[x]/(p(x)) as an
extension field of F. We have now manufactured our desired extension field E of F. It
remains for us to show that E contains a zero ofp(x).

I HISTORICAL NOTE

Leopold Kronecker is known for his insis-
tence on constructibility of mathematical ob-

rational in the original field elements and his
new root or with the condition that p(a)=0.

jects. As he noted, “God made the integers; all
else is the work of man.” Thus, he wanted to
be able to construct new “domains of rational-
ity” (fields) by using only the existence of in-
tegers and indetemiinates. He did not believe in
starting with the real or complex numbers, be-
cause as far as he was concerned, those fields
could not be detemiined in a constructive way.
Hence in an 1881 paper, Kronecker created an ex-
tension field by simply adjoining to a given field
a root or of an irreducible nth degree polynomial
p(x); that is, his new field consisted of expressions

The proof of the theorem presented in the text
(Theorem 39.3) dates from the twentieth century.

Kronecker completed his dissertation in 1845
at the University of Berlin. For many years there-
after, he managed the family business, ultimately
becoming financially independent. He then re-
turned to Berlin, where he was elected to the
Academy of Sciences and thus permitted to lecture
at the university. On the retirement of Kumrner, he
became a professor at Berlin, and with Karl Weier-
strass (1815—1897) directed the influential mathe-
matics seminar.

Let us set

so a e E. Consider the evaluation homomorphism 4),, :F[x] —> E, given by Theo-
0‘ = x + (1705)).

rem 27.4. p(x) = a0 + tax + - -- + anx", where a,- e F, then we have

¢a(p(x)) = ao + (:10: + (p(x))) + - - ‘ + an(x + (p(x)))"
in E = F[x]/ (p(x)) . But we can compute in F[x]/ (p(x)) by choosing representatives, and
x is a representative ofthe coset or = x + (p(x)). Therefore,

11(01): (£10 + ”IX + ---+ am) + (p(x))
= 1700 + (p(x)) = (p(x)) = 0
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in F[x]/ (p(x)). We have found an element a in E = F[x]/ (p(x)) such thatp(a) = 0, and
thereforef(a) = 0. Q

We illustrate the construction involved in the proof of Theorem 39.3 by two
examples.

Let F = R, and letf(x) = x2 + l, which is well known to have no zeros in IR and thus
is irreducible over R by Theorem 28.11. Then ()52 + 1) is a maximal ideal in R[x], so
]R[)4:]/(x2 +1) is a field. Identifying r e R with r+ ()cZ +1) in ]R[x]/()cZ +1), we can
view R as a subfield ofE = lR[x]/(x2 +1). Let

a =x+ (13+ 1).
Computing in 1R[x]/ (x2 + 1), we find

a2+1=(x+(x2+1))2+(1+(x2+1))
=(x2+1)+(x2+1) =0.

Thus at is a zero ofx2 + 1. We shall identify R[x]/(x2 +1) with C near the close
of this section. A

Let F = Q, and consider f(x) :1:4 — 5.12 +6. This time f(x) factors in Q[x] into
(J:2 — 2)(J\c2 — 3), both factors being irreducible over Q, as we have seen. We can start
with x2 — 2 and construct an extension field E of Q containing a such that a2 — 2 = 0,
or we can construct an extension field K of Q containing an element [1 such that
fiz — 3 = 0. The construction in either case is just as in Example 39.4. A

Algebraic and Transcendental Elements
As we said before, most of the rest of this text is devoted to the study of zeros of
polynomials. We commence this study by putting an element of an extension field E of
a field F into one of two categories.

An element a of an extension field E of a field F is algebraic over F if f(a) = 0
for some nonzero f(x) 6 F[x]. If a is not algebraic over F, then a is transcendental
over F. I

C is an extension field of Q. Since J2 is a zero ofx2 — 2, we see that J2 is an algebraic
element over Q. Also, i is an algebraic element over Q, being a zero of x2 + 1. A

It is well known (but not easy to prove) that the real numbers It and e are transcendental
over Q. Here e is the base for the natural logarithms. A

Just as we do not speak simply of an irreducible polynomial, but rather of an ir-
reducible polynomial over F, similarly we don’t speak simply of an algebraic element,
but rather of an element algebraic over F. The following illustration shows the reason
for this.

The real number 71’ is transcendental over Q, as we stated in Example 39.8. However,
7': is algebraic over R, for it is a zero of (x — Jr) 6 1R[x]. A

It is easy to see that the real number v 1 + J3 is algebraic over Q. For ifa = s/ 1 J3,
thena2=1+~/§,soa2—1=J§and(a2— 1)2=3.Thereforea‘—2a2—2=0,
soaisazeroofx“—2.xZ—2,whichisinQ[x]. A

To connect these ideas with those of number theory, we give the following
definifion.
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39.11 Definition

39.12 Theorem

39.13 Theorem

Proof

39.14 Corollary

Proof

Extension Fields

An element of C that is algebraic over Q is an algebraic number. A transcendental
number is an element of C that is transcendental over Q. I

There is an extensive and elegant theory of algebraic numbers. (See the Bibliogra-
phy.)

The next theorem gives a useful characterization of algebraic and transcendental
elements over F in an extension field E of F. It also illustrates the importance of our
evaluation homomorphisms ¢a . Note that once more we are describing our concepts in
terms ofmappings.

Let E be an extension field of a field F and let a e E. Let 4)., 2 F[x] —> E be the eval-
uation homomorphism of F[x] into E such that ¢a(a) = a for a e F and ¢a(x) = 0:.
Then 0! is transcendental over F if and only if rm, gives an isomorphism of F[x] with a
subdomain of E, that is, if and only if 45., is a one-to-one map.

The element a is transcendental over F if and only iff(at) ;E 0 for all nonzero f(x) 6
F[x], which is true (by definition) if and only if ¢a(f(x)) ;E 0 for all nonzerof(x) 6 F[x],
which is true if and only if the kernel of ¢a is {0}, that is, if and only if 4)., is a one-to-one
map. 9

The Irreducible Polynomial for at over F

Consider the extension field R of Q. We know that «5 is algebraic over Q, being a
zeroofx2—2.Ofcourse,fi isalsoazeroofx3 —2xandofx4—3x2+2=(x2—2)
(x2 — 1). Both these other polynomials having J5 as a zero were multiples of x2 — 2.
The next theorem shows that this is an illustration of a general situation. This theorem
plays a central role in our later work.

Let E be a field extension of F, and let a e E be algebraic over F. Then {f(x) 6
F[x] |f(u) = 0} = (p(x)) for some polynomial p(x) e F[x]. Furthermore, p(x) is irre-
ducible over F.

Let I = {f(x) 6 F[x] |f(a) = 0}. Then I is the kernel of the evaluation homomorphism
4),, : F[x] —> E, which implies that I is an ideal in F[x]. By Theorem 31.24, I is a prin-
cipal ideal generated by a polynomial p(x) e F[it]. Thus I = (p(x)).

It remains to show that p(x) is irreducible over F. The degree ofp(x) is at least 1,
which implies that p(x) is neither 0 nor a unit in F[1:]. Suppose that p(x) = r(x)s(x) is
a factorization of p(x) over the field F. Then applying the evaluation homomorphism,
either r(a) = 0 or 3(a) = 0, since E is a field. We relabel r and s, if necessary, so that
r(a) = 0. Then r(x) e I = (p(x)). Thus

p(X) = r(X)S(X) = p(x)r1(x)S(X)
for some r1 (x) e F[x]. Canceling p(x) shows that s(x) is a unit. Therefore, p(x) is irre-
ducible. 0

By multiplying by a suitable constant in F, we can assume that the coefficient of the
highest power ofx appearing in p(x) of Theorem 39.13 is 1. Such a polynomial having 1
as the coefficient of the highest power ofx appearing is a monic polynomial.

Let E be an extension field of F, and let a e E be algebraic over F. Then there is a
unique irreducible polynomial p(x) e F[x] such that p(x) is monic, p(a) = 0, and for
any polynomialf(x) e F[x] withf(a) = 0, p(x) dividesf(1:).

Let p(x) be the polynomial of Theorem 39.13. By multiplying p(x) with an appropriate
element ofF, we can assume thatp(x) is monic. Since {f(x) |f(a) = 0} = (p(x)), p(a) =
0 and for anyf(x) 6 F[x] withf(ot) = 0, p(x) dividesf(x).
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You are asked to prove uniqueness in Exercise 38. 9

Let E be a field extension of a field F, and let a e E be algebraic over F. The unique
monic polynomial p(x) in Corollary 39.14 is called the irreducible polynomial for a
over F or the minimal polynomial for a over F, and it is denoted irr(a, F). The degree
of the polynomial irr(a, F) is called the degree of a over F and this number is denoted
by deg(ot, F). I

We know that irr(J5, Q) = x2 — 2. Refen'ing to Example 39.10, we see that for a =
J1+J§in Rot is azero ofx4—2xz—2, which isinQ[x]. Sincex4—2x2—2 is
irreducible over Q (by Eisenstein with p = 2, or by application of the technique of
Example 28.15), we see that

irr(Jl+~/§,Q)=x4—2x2—2.
Thus v1 + J3 is algebraic of degree4 over Q. A

Just as we must speak of an element a as algebraic over F rather than simply as
algebraic, we must speak of the degree ofa over F rather than the degree ofa. To take
a trivial illustration, J5 e R is algebraic of degree 2 over Q but algebraic of degree 1
over R, for irr(J5, R) = x — J5.

The quick development of the theory here is due to the machinery of homomorphisms
and ideal theory that we now have at our disposal. Note especially our constant use of
the evaluation homomorphisms q)“.

Simple Extensions

Let E be an extension field of a field F, and let a e E. Let ¢a be the evaluation homo-
morphism of F[x] into E with q)“ (a) = a for a e F and ¢a(x) = a, as in Theorem 27.4.
We use two cases to define the field F(a).

Case I Suppose at is algebraic over F. Then as in Corollary 39.14, the kernel
of (pm is (in(a,F)) and by Theorem 31.25, (irr(a, F)) is a maximal
ideal of F[x]. Therefore, F[x]/ (irr(a, F)) is a field and is isomorphic to
the image 4),, [F[x]] in E. This subfield (to, [F[x]] of E is then the
smallest subfield of E containing F and a. We shall denote this field
by F(u).

Case I] Suppose a is transcendental over F. Then by Theorem 39.12, ¢,, gives
an isomorphism of F[x] with a subdomain of E. Thus in this case
¢a[F[x]] is not a field but an integral domain that we shall denote by
F[a]. By Corollary 26.9, E contains a field of quotients of F[a], which
is thus the smallest subfield of E containing F and a. As in Case I, we
denote this field by F(a).

Since at is transcendental over Q, the field 0(a) is isomorphic to the field Q(x) of
rational functions over Q in the indeterminate x. Thus from a structural viewpoint, an
element that is transcendental over a field F behaves as though it were an indeterminate
over F. A

An extension field E of a field F is a simple extension of F if E = F(a) for some
a e E. I

Many important results appear throughout this section. We have now developed so
much machinery that results are starting to pour out of our efficient plant at an alarming
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rate. The next theorem gives us insight into the nature of the field F(a) in the case where
a is algebraic over F.

Let E = F(a) be a simple extension of a field F with a algebraic over F. Let n =
deg(a, F). Then every 5 e F(at) can be uniquely expressed in the form

fi=bo+b1a+b2a2+w+b 411"".
where the bi arein F.

Let [3 e F(at). Then )3 =f(a) for some polynomialf(x) 6 F[x] by the definition ofF[a].
The division algorithm says that there are unique polynomials q(x), r(x) e F[x] such that
either r(x) = 0 or the degree of r(x) is less than n, and

f(x) = infer, F)q(x) + r(x).
Applying the evaluation homomorphism ¢a, we see thatf(a) = r(a). Thus

#9 =f(°l)=r(ot)=bo+b1a+b2a2+m+b 401"“

for some elements b,- in F.
To show uniqueness, we assume that s(x) e F[x] is any polynomial with 1(a) =

s(a), and s(x) is either zero or else its degree is less than n. Let d(x) = r(x) — s(x).
Then d(ot) = 0, and either d(x) = 0 or deg(d(x)) < 71. Since the degree of the minimal
polynomial for a over F is n, d(x) is the zero polynomial and r(x) = s(x). Thus the
representation of )3 as

)3 =bo+b1a+b2a2+m+b 401"",
where the b.- are in F, is unique. 9

We give an impressive example illustrating Theorem 39.19.

The polynomial p(x) = Jr2 + x + 1 in Zz[x] is irreducible over 22 by Theorem 28.11,
since neither element 0 nor element 1 of Z2 is a zero of p(x). By Theorem 39.3, we
know that there is an extension field E of Z2 containing a zero a of x2 +1: + 1. By
Theorem 39.19, 22(1):) has as elements 0 + 00:, l + 00,0 + la, and l + 10:, that is, 0,
l, a, and 1 + a. This gives us a new finite field, offour elements! The addition and
multiplication tables for this field are shown in Tables 39.21 and 39.22. For example, to
compute (1 + a)(l + a) in Zz(a), we observe that since p(a) = a2 + a + l = 0, then

2a = —a—1=a+l.
Therefore,

(l+a)(1+a)=1+a+a+a2=1+a2=l+a+l=a. A
We can use Theorem 39.19 to fulfill our promise of Example 39.4 and show

that R[x]/(x2 +1) is isomorphic to the field C of complex numbers. We saw in
Example 39.4 that we can view 1R[x]/ (x2 + 1) as an extension field of R. Let

39.21 Table 39.22 Table

+ 0 1 0: 1+0: 0 l (1 1+0!

0 0 1 0: 1+0: 0 0 0 0 0
l l 0 1+0: 0: 0 0: 1+0:

0: at 1+0: 0 l a 0 0: 1+0: 1

1+0: 1+0: at l 0 1+0: 0 1+a 1 at
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at=x+(x2+1).
Then lR(a) = lR[x]/ (x2 + 1) and consists of all elements of the form a+ba for a,b e
R, by Theorem 39.19. But since a2 + 1 = 0, we see that 0: plays the role of i e C, and
a + bot plays the role of (a + bi) E C. Thus R(a) : C. This is the elegant algebraic
way to construct Cfrom R.

39.23 Corollary Let E be an extension field of F and let a e E be algebraic over F. If deg(a, F) = n,
then F(a) is a vector space over F with dimension n and basis {1,01,012, . . . ,a”"}.
Furthermore, every element fl of F(a) is algebraic over F and deg(fl, F) S deg(a, F).

Proof Since F is a subfield of F(a), F(a) is a vector space over F. Theorem 39.19 shows that
the set {l,t¥,t12, . . . ,ot"‘1} spans F(ot). If

0 = 170(1) +b1a +b2a2 + . . . +bn_1a"",

by uniqueness of the coefficients in Theorem 39.19, each b,~ is 0. We have that
[1,a,a2, . . . ,a""} is linearly independent over F, and therefore a basis of F(a) over
F. Thus the dimension of F(a) over F is n = deg(ot, F).

For any [I e F(a), F 5 F0?) 5 F(ot), so any set of more than n vectors in F(fl)
is not linearly independent over F. The set {1,fi, £52,. . .,fi"} either has fewer than
n + 1 elements or else it is not linearly independent over F. In the first case, fi’ = F
for some r ;E s and in the second case, there are elements b,- e F, not all zero, such
that

bo(l)+b1fl+b2fi2+---+bnfl"=0.
In either case, we see that )3 is algebraic over F. Furthermore the dimension of F(fl)
over F, k, is at most It and we have

deg(fl,F) = k 5 n = deg(a,F). O

39.24 Example The number i e C has minimal polynomial 12 + 1 over IR and C = lR(i). By Corol-
lary 39.23, for every complex number [9, deg(fi,lR) 5 2. This implies that every com-
plex number that is not a real number is a zero of some irreducible polynomial of degree
two in R[x]. Of course, this fact can also be verified using the techniques of Exam-
ple 39.10. A

I EXERCISES 39

Computations

In Exercises 1 through 5, show that the given number a e C is algebraic over Q by findingf(x) e Q[x] such that
f(0!) = 0-
1.1+J§ 2.~/§+~/§ 3-1+i
4. ¢1+3/§ s. «Vi—i

In Exercises 6 through 8, find irr(a, Q) and deg(a, Q) for the given algebraic number a e C. Be prepared to prove
that your polynomials are irreducible over Q if challenged to do so.

a. 3—«/é 7. /(§)+~/7 sfi+i
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In Exercises 9 through 16, classify the given at e C as algebraic or transcendental over the given field F. If at is
algebraic over F, find deg(at, F).

9.a=i,F=Q 10.d=l+i,F=]R

II.a=fi,F=Q 12.a=fi,F=]R
13. a = J77,F=Q(Jr) 14. a = n2,F= Q
15. at = n2,F= Q(:rr) 16. a = n2,F = Q(:rr3)

17. Refer to Example 39.20 of the text. The polynomial x2 + x + 1 has a zero a in 22(1):) and thus must factor into
a product of linear factors in (Zz(a))[x]. Find this factorization. [Hint' Divide x2 +x + l by x — a by long
division, using the fact that a2 = a + 1.]

18. a. Show that the polynomial x2 + l is irreducible in Zg[x].
I). Let a be a zero of x2 + 1 in an extension field of Z3. As in Example 39.20, give the multiplication and

addition tables for the nine elements of Z301), written in the order 0, l, 2, a, 2a, 1 + a, l + 2n, 2 + a, and
2 + 201.

Concepts

In Exercises 19 through 22, correct the definition of the italicized term without reference to the text, if correction
is nwded, so that it is in a form acceptable for publication.

19. An element at of an extension field E of a field F is algebraic over F if and only if a is a zero of some
polynomial.

20. An element )3 of an extension field E of a field F is transcendental over F if and only if fl is not a zero of any
polynomial in F[x].

21. A manicpolynomial in F[x] is one having all coefficients equal to 1.
22. A field E is a simple extension of a subfield F if and only if there exists some a e E such that no proper

subfield of E contains a.
23. Detennine whether each of the following is true or false.

a. The number It is transcendental over Q.
I). C is a simple extension of R.
c. Every element of a field F is algebraic over F.
d. R is an extension field of Q.
e. Q is an extension field of 22.
f. Let at e C be algebraic over Q of degree n. If f(u) = 0 for nonzero f(x) 6 Q[x], then

deg (f(x)) 2 n.
g. Let a e C be algebraic over Q of degree n. If f(a) = 0 for nonzero f(x) 6 lR[x], then

deg (f(x)) 2 n.
In. Every nonconstant polynomial in F[x] has a zero in some extension field of F.
i. Every nonconstant polynomial in F[x] has a zero in every extension field of F.
j. Ifx is an indeterminate, Q[7r] 2 Q[x].
We have stated without proof that It and e are transcendental over Q.
8. Find a subfield F of R such that It is algebraic of degree 3 over F.
b. Find a subfield E of R such that e2 is algebraic of degree 5 over E.

25. a. Show that)? +2:2 + 1 is irreducible over 22.
b. Let a be a zero ofx3 +1:2 +1 in an extension field oz. Show thatx3 +x2 +1 factors into three linear

factors in (Z2(a))[x] by actually finding this factorization. (Hint: Every element of Zq(a) is of the form

.52

ac +a1a +1120!2 for a,- = 0,1.

Divide x3 + x2 + 1 by x — a by long division. Show that the quotient also has a zero in Z2(a) by simply
trying the eight possible elements. Then complete the factorization]
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26. Let E be an extension field of 22 and let a e E be algebraic of degree 3 over Z2. Classify the groups
(Ida), +) and ((Zz(a))*, -) according to the Fundamental Theorem of finitely generated abelian groups. As
usual, (Z2(a))* is the set of nonzero elements of law).

27. Definition 39.15 defined the terms irreducible polynomial for a over F and minimal polynomial for at over
F to mean the same polynomial. Why are both designations appropriate?

Proof Synopsis
28. Give a two- or three-sentence synopsis of Theorem 39.3.

Theory
29. Let E be an extension field of F, and let a, )3 e E. Suppose a is transcendental over F but algebraic over F(,3).

Show that )3 is algebraic over F(ot).

30. Let E be an extension field of a finite field F, where F has q elements. Leta e E be algebraic over F of degree
n. Prove that F(at) has q" elements.

31. a. Show that there exists an irreducible polynomial of degree 3 in Z3 [1].
b. Show from part (a) that there exists a finite field of 27 elements. [Hint Use Exercise 30.]

32. Consider the prime field Zp of characteristic p ;E 0.

a. Show that, for p gé 2, not every element in Zp is a square of an element of Zp. [Hint 12 = (p — l)2 = 1
in Zp. Deduce the desired conclusion by counting.]

b. Using part (a), show that there exist finite fields ofp2 elements for every prime p in Z+.

33. Let E be an extension field of a field F and let a e E be transcendental over F. Show that every element
of F(a) that is not in F is also transcendental over F.

34. Show that [a + b(3/2) + Li‘s/’2’)2 la, b, c e Q} is a subfield of ]R by using the ideas of this section, rather than
by a formal verification of the field axioms. [Hint Use Theorem 39.19.]

35. Following the idea of Exercise 31, show that there exists a field of 8 elements; of 16 elements; of 25 elements.

36. Let F be a finite field of characteristic p. Show that every element ofF is algebraic over the prime field Z, 5 F.
[Hint Let F“ be the set of nonzero elements of F. Apply group theory to the group (F‘, -) to show that every
01 e F“ is a zero of some polynomial in Zp[x] of the form x" — 1.]

37. Use Exercises 30 and 36 to show that every finite field is of prime-power order, that is, it has a prime-power
number of elements.

38. Prove the uniqueness of the polynomial in Corollary 39.14.

-ALGEBRAIC EXTENSIONS

Finite Extensions

In Corollary 39.23 we saw that if E is an extension field of a field F and a e E is
algebraic over F, then every element of F(a) is algebraic over F. In studying zeros
of polynomials in F[x], we shall be interested almost exclusively in extensions of F
containing only elements algebraic over F.

40.1 Definition An extension field E of a field F is an algebraic extension of F if every element in E is
algebraic over F. I

40.2 Definition If an extension field E of a field F is of finite dimension n as a vector space over F, then
E is a finite extension of degree it over F. We shall let [E : F] be the degree n of E
over F. I
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40.3 Theorem

Proof

40.4 Theorem

Extension Fields

To say that a field E is a finite extension of a field F does not mean that E is a finite
field. It just asserts that E is a finite-dimensional vector space over F, that is, that [E : F]
is finite.

We shall often use the fact that if E is a finite extension of F, then, [E : F] = 1 if
and only if E = F. We need only observe that by Theorem 33.18, {1} can always be
enlarged to abasis forEoverF. Thus [E : F] = l ifand only ifE = F(1) = F.

We show that a finite extension E of a field F must be an algebraic extension of F.

A finite extension field E of a field F is an algebraic extension of F.

We must show that for a 6 Ed is algebraic over F. By Theorem 33.18 if [E : F] = n,
then

La,” . ,a"

cannot be linearly independent elements, so there exist ai e F such that

ana"+---+alot+ao=0,

and not all a,~ = 0. Thenf(x) = aux" + - - - + alx + an is a nonzero polynomial in F[x],
andf(ot) = 0. Therefore, a is algebraic over F. 9

We cannot overemphasize the importance of our next theorem. It plays a role in
field theory analogous to the role of the theorem of Lagrange in group theory. While its
proof follows easily from our brief work with vector spaces, it is a tool of incredible
power. An elegant application of it in the section that follows shows the impossibility of
perforating certain geometric constructions with a straightedge and a compass. Never
underestimate a theorem that counts something.

If E is a finite extension field of a field F, and K is a finite extension field of E, then K
is a finite extension of F, and

[K:F]=[K:E][E:F].

Let [01; | i = 1, - - - ,n} be a basis for E as a vector space over F, and let the set
{flj |j = l, - - - , m} be a basis for K as a vector space over E. The theorem will be
proved if we can show that the run elements aifij form a basis for K, viewed as a vector
space over F. (See Fig. 40.5.)

Let y be any element of K. Since the fl; form a basis for K over E, we have

y = Ebjflj
j=l

for some hi 6 E. Since the on form a basis for E over F, we have
n

bj = Z ova,-

1:1

for some a,-,- e F. Then

y = 2 (24170“)? = Zaijwiflj),
i=1 '=1 u

so the mn vectors aiflj span K over F.
It remains for us to show that the mn elements aifij are independent over F. Suppose

that Eijcifldiflj) = 0, With cil- E F. Then
M ll

2 (260111")fij = 0,

' i=11:1
and (Effigy-01;) e E. Since the elements fij are independent over E, we must have
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Basis{fij}

Basis {aiflj} E

Basis {111"}

40.5 Figure
ll

2CijUi = 0

i=1

for all j. But now the 01,- are independent over F, so 22;] Cijai = 0 implies that c,~,~ = 0
for all i and j. Thus the ail},- not only span K over F but also are independent over F.
Thus they form a basis for K over F. 9

Note that we proved this theorem by actually exhibiting a basis. It is worth remem-
beringthatif{ot,-|i=1,-- - ,n} isabasis forEoverFand {flj |j= l,-- - ,m} isabasis
for K over E, for fields F 5 E 5 K, then the set {aifij} of run products is a basis for K
over F. Figure 40.5 gives a diagram for this situation. We shall illustrate this further in
a moment.

If F.- is a field for i = 1, - - - , r and F,-+l is a finite extension of F,~, then F, is a finite
extension of F1, and

[Fr : F1] = [Fr : F —1][F —1 : Fr—Z] - - - [F2 : F1]-

The proof is a straightforward extension of Theorem 40.4 by induction. 9

If E is an extension field of F, a e E is algebraic over F, and ,8 e F(a), then deg(fl, F)
divides deg(a, F).

By Corollary 39.23, deg(ot,F) = [F(u) : F] and deg(fl,F) = [F(fl) 2 F]. We have F S
F(fi) 5 F(a), so by Corollary 40.6 [F(fi) : F] divides [F(ot) : F]. O

The following example illustrates a type of argument one often makes using Theo-
rem 40.4 or its corollaries.

By Corollary 40.7, there is no element of 06/2) that is a zero of x3 — 2. Note that
deg(~/2. Q) = 2, while a zero of x3 — 2 is of degree 3 over Q, but 3 does not divide 2.

A

Let E be an extension field of a field F, and let (11,012 be elements of E, not
necessarily algebraic over F. By definition, F(a1) is the smallest extension field of
F in E that contains (11. Similarly, (F(a1))(az) can be characterized as the smallest
extension field of F in E containing both 011 and 012. We could equally have started
with 012, so (F(a1))(a2) = (F(a2))(a1). We denote this field by F(011,012). Similarly, for
a; e E, F(011, - - - ,an) is the smallest extension field of F in E containing all the a,- for
i=1, - - - ,n. We obtain the field F(ot1, - - - ,an) from the field Fby adjoining to F the
elements an in E. Exercise 51 of Section 22 shows that, analogous to an intersection
of subgroups of a group, an intersection of subfields of a field E is again a subfield
of E. Thus F((11, - - - , 01,.) can be characterized as the intersection of all subfields of E
containingFandalltheaifori=1,--- ,n.
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40.10 Example

40.11 Theorem

Extension Fields

Consider (Xx/i)- Corollary 39.23 shows that {1, J2} is a basis for (Ms/2) over Q. Using
the technique demonstrated in Example 39.10, we can easily discover that J2 + «5 is
a zero of x4 — 10}:2 + 1. By the method demonstrated in Example 28.15, we can show
that this polynomial is irreducible in QLX]. Thus nus/i + J5, Q) = x4 — 10x2 + 1, so
[QR/5 + J3) : Q] = 4. Thus (J5 + J3) ¢ (Ms/i), so J5 ¢ (ms/E). Consequently,
{In/5} is a basis for Q(«/2, J5) = (Q(«/2))(x/§) over 06/2). The proof of Theo-
rem 40.4 (see the comment following the theorem) then shows that {l,~/2,«/§,«/g}
is a basis for Q(~/2, J5) over Q. A

Let 2”3 be the real cube root of 2 and 21/2 be the positive square root of 2. Then
21/2 ¢ Q(21/3) because deg(2'/2,Q) = 2 and 2 is not a divisor of 3 = deg(21/3,Q).
Thus [WT/3.21”) : Q(21/3)] = 2. Hence {1,21/3,22/3} is a basis for Q(2'/3) over Q
and [1,21/2} is a basis for Q(21/3,21/2) over Q(21/3). Furthermore, by Theorem 40.4
(see the comment following the theorem),

{1'21/2’ 21/3’25/6’ 22/3’27/6}

is a basis for Q(21/2,21/3) over Q. Because 27/6 = 2(21/6), we have 21/6 e 00‘”, 21/3).
Now 21/6 is a zero of£6 — 2, which is irreducible over Q, by Eisenstein’s criterion, with
p = 2. Thus

Q S QOW) S Q(2'/2.2'/3)
and by Theorem 40.4

6 = [WT/2,21”) 2 Q] = [WT/2,21”) 2 0(21/6)][Q(21/6) 2 Q]
= [WT/2,21”) 2 001/5105)-

Therefore, we must have

[Q(21/2,21’3):Q(2”‘)] = 1,
so 0(21/2, 21/3) = 0(21/6), by the cement preceding Theorem 40.3. A

Example 40.10 shows that it is possible for an extension F(on, - - - , an) of a field F
to be actually a simple extension, even though It > 1.

Let us characterize extensions of F of the form F(on, - - - ,an) in the case that all
the a,- are algebraic over F.

Let E be an algebraic extension of a field F. Then there exist a finite number of elements
on,- -- ,oz,. in E such that E = F(a1, - -- , an) if and only if E is a finite-dimensional
vector space over F, that is, if and only ifE is a finite extension of F.

Suppose that E = F(a1, - -- ,an). Since E is an algebraic extension of F, each a.- is
algebraic over F, so each a,- is algebraic over every extension field of F in E. Thus F(a1)
is algebraic over F, and in general, F(a1, - 2- , 01,-) is algebraic over F(a,-, - -- ,aj_1) for
j = 2, - - - , n. Corollary 40.6 applied to the sequence of finite extensions

F.F(a1),F(a1,a2),-~ .F(ai,~‘ .01»): E

then shows that E is a finite extension of F.
Conversely, suppose that E is a finite algebraic extension of F. If [E : F] = 1,

then E=F(1) = F, and we are done. If E 9E F, let on e E, where (11 ¢ F. Then
[F(a1) : F] > 1. If F(a1) = E, we are done; if not, let a; e E, where (12 ¢ F(a1). Con-
tinuing this process, we see from Theorem 40.4 that since [E : F] is finite, we must
arrive at 01,. such that

F(ot1,---,a,.)=E. .



40.12 Theorem

40.13 Corollary

Proof

40.14 Definition

40.15 Theorem

40.16 Corollary

Proof

Section 40 Algebraic Extensions 323

Algebraically Closed Fields and Algebraic Closures

We have not yet observed that if E is an extension of a field F and a, B e E are al-
gebraic over F, then so are a + f3,afl,a — fl, and a/fi,if fl yé 0. This follows from
Theorem 40.3 and is also included in the following theorem.

Let E be an extension field of F. Then

[5; = {a e E | a is algebraic over F}

is a subfield of E, the algebraic closure of F in E.

Leta, fl 6 FE. Then Theorem 40.11 shows that F(at, fl) is a finite extension of F_, and by
Theorem 40.3 every element of F(at, fl) is algebraic over F, that is,_F(a, [3) g Fig. Thus
F},- contains a + fl,afi,ot — fl, and also contains a/fi for fl ;é 0, so F}; is a subfield ofE.

O

The set of all algebraic numbers forms a field.

Proofof this corollary is immediate from Theorem 40.12, because the set ofall algebraic
numbers is the algebraic closure of Q in C. 9

It is well known that the complex numbers have the property that every nonconstant
polynomial in C[x] has a zero in C. This is known as the Fundamental Theorem of
Algebra. An analytic proof of this theorem is given in Theorem 40.18. We now give a
definition generalizing this important concept to other fields.

A field F is algebraically closed if every nonconstant polynomial in F[x] has a zero
in F. I

Note that a field F can be the algebraic closure of F in an extension field E without
F being algebraically closed. For example, Q is the algebraic closure of Q in Q(x), but
Q is not algebraically closed because x2 + 1 has no zero in Q.

The next theorem shows that the concept of a field being algebraically closed can
also be defined in terms of factorization of polynomials over the field.

A field F is algebraically closed if and only if every nonconstant polynomial in F[x]
factors in F[x] into linear factors.

Let F be algebraically closed, and let f(x) be a nonconstant polynomial in F[x]
Then f(x) has a zero a e F. By Corollary 28.4, x — a is a factor of f(x), so f(x) =
(x— a)g(x). Then if g(x) is nonconstant, it has a zero b e F, and we have f(x) =
(x — a)(x — b)h(x). Continuing, we get a factorization off(x) in F[x] into linear factors.

Conversely, suppose that every nonconstant polynomial of F[x] has a factorization
into linear factors. If ax — b is a linear factor off(x), then b/a is a zero off(x). Thus F
is algebraically closed.

An algebraically closed field F has no proper algebraic extensions, that is, no algebraic
extensions E with F < E.

Let E be an algebraic extension of F, so F S E. Then if a e E, we have irr(a, F) =
x — a, by Theorem 40.15, since F is algebraically closed. Thus a e F, and we must
have F = E. O

In a moment we shall show that just as there exists an algebraically closed extension
9 of the real numbers R, for a_ny field F there exists similarly an algebr_aic extension
F of F, with the property that F is algebraically closed. Naively, to find F we proceed
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as follows. Ifa polynomialf(x) in F[x] has no zero in F, then adjoin a zero a of such an
f(x) to F, thus obtaining the field F(0!). Theorem 39.3, Kmnecker’s theorem, is strongly
used here, ofcourse. If F(a) is still not algebraically closed, then continue the process
further. The trouble is that, contrary to the situation for the algebraic closure C of R,
we may have to do this a (possibly large) infinite number of times. It can be shown (see
Exercises 33 and 36) that Q is isomorphic to the field of all algebraic numbers, and that
we cannot obtain @ from Q by adjoining a finite number of algebraic numbers. We shall
have to first discuss some set-theoretic machinery, Zom’s lemma, in order to be able to
handle such a situation. This machinery is a bit complex, so we are putting the proof
under a separate heading. The existence theorem for 7 is very important, and we state
it here so that we will know this fact, even if we do not study the proof.

Every field F has an algebraic closure, that is, an algebraic extension f that is alge-
braically closed.

The Fundamental Theorem ofAlgebra stating that C is an algebraically closed field
is well known. Interestingly, the simplest and shortest proofs of the Fundamental The-
orem of Algebra are not algebraic proofs. There are much shorter and easier-to-follow
proofs using either analysis or topology. However, behind both the analytical and the
topological proofs lies a significant amount of machinery, so perhaps comparing the
proofs is not completely fair. At any rate, we include a short proof for students who
have studied functions of a complex variable and are familiar with Liouville’s Theorem.

(Fundamental Theorem of Algebra) The field C of complex numbers is an alge-
braically closed field.

Let the polynomialf(z) e C[z] have no zero in C. Then 1 /f(z) gives an entire function;
that is, 1/f(z) is analytic everywhere. Also iff(z) ¢ C, limlzldoo lf(z)| = 00, so limlzl—wo
|1/f(z)| = 0. Thus 1/f(z) must be bounded in the plane. Hence by Liouville’s theorem
of complex function theory, 1/f(z) is constant, and thus f(z) is constant. Therefore, a
nonconstant polynomial in C[z] must have a zero in C, so C is algebraically closed.

0

Proof of the Existence of an Algebraic Closure

We shall prove that every field has an algebraic extension that is algebraically closed.
Mathematics students should have the opportunity to see some proof involving the Ax-
iom of Choice by the time they finish college. This is a natural place for such a proof.
We shall use an equivalent form, Zorn ’s lemma, of the Axiom of Choice. To state Zom’s
lemma, we have to give a set-theoretic definition.

A partial ordering of a set S is given by a relation 5 defined for certain ordered pairs
of elements of S such that the following conditions are satisfied:

1. a s a for all a e S (reflexive law).
2. Ifa 5 b and b 5 a, then a = b (antisymmetric law).
3. If a 5 b and b 5 c, then a 5 c (transitive law). I

In apartially ordered set, not every two elements need be comparable; that is, for
a,b e S, we need not have either a S b or b S a. As usual, (1 < b denotes a 5 b but
a 7E b.

A subset T of a partially ordered set S is a chain if every two elements a and b
in T are comparable, that is, either a S b or b 5 a (or both). An element u e S is an
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upper bound for a subsetA of partially ordered set S if a 5 u for all a e A. Finally, an
element m of a partially ordered set S is maximal if there is no 3 e S such that m < s.

The collection of all subsets of a set forms a partially ordered set under the relation 5
given by S. For example, if the whole set is R, we have Z 9 Q. Note, however, that for
Z and 0", neither Z g (2* nor Q+ 9 Z. A

If S is a partially ordered set such that every chain in S has an upper bound in S, then S
has at least one maximal element.

We do not prove Zom’s lemma. Instead we point out that it can be shown that Zom’s
lemma is equivalent to the Axiom of Choice. Thus we are really taking a’s lenuna
here as an axiom for our set theory. Refer to the literature for a statement of the Axiom
of Choice and a proof of its equivalence to Zom’s lemma. (See Edgerton [47].)

Zom’s lemma is often useful when we want to show the existence of a largest
or maximal structure of some kind. If a field F has an algebraic extension F that is
algebraically closed, then F will certainly be a maximal algebraic extension of F, for
since F is algebraically closed, it can have no proper algebraic extensions.

The idea of our proof of Theorem 40.17 is very simple. Given a field F, we shall
first describe a class of algebraic extensions of F that is so large that it must contain
(up to isomorphism) any conceivable algebraic extension of F. We then define a partial
ordering, the ordinary subfield ordering, on this class, and show that the hypotheses
of Zom’s lemma are satisfied. By Zom’s lemma, there will exist a maximal algebraic
extension F of F in this class. We shall then argue that, as a maximal element, this
extension F can have no proper algebraic extensions, so it must be algebraically closed.

Our proof differs a bit from the one found in many texts. We like it because it uses
no algebra other than that derived from Theorems 39.3 and 40.4. Thus it throws into
sharp relief the tremendous strength of both Kronecker’s theorem and Zom’s lemma.
The proof looks long, but only because we are writing out every little step. To the
professional mathematician, the construction of the proof from the information in the
preceding paragraph is a routine matter. This proof was suggested to the author during
his graduate student days by a fellow graduate student, Norman Shapiro, who also had
a strong preference for it.

We are now ready to carry out our proof of Theorem 40.17, which we restate here.

40.22 Restated Theorem 40.17 Every field F has an algebraic closure F.

Proof It can be shown in set theory that given any set, there exists a set with strictly more
elements. Suppose we form a set

A = {w If G FIX];i = 0,- -- .(degl'eef)}
that has an element for every possible zero of anyf(x) e F[x]. Let S2 be a set with strictly
more elements than A. Replacing 52 by $2 U F if necessary, we can assume F C S2.
Consider all possible fields that are algebraic extensions of F and that, as sets, consist
of elements of $2. One such algebraic extension is F itself. If E is any extension field
ofF, and if y e E is a zerof(x) e F[x] for y ¢ F and deg(y,F) = n, then renaming y
bwora) 6 $2 anda) e! F, andrenaming elementsao +a1y + - - - +az,,_1y"‘l ofF(y)
by distinct elements of $2 as the a.- range over F, we can consider our renamed F(y) to
be an algebraic extension field F(w) of F, with F((9) C S2 andf(w) = 0. The set 52 has
enough elements to form F(on), since $2 has more than enough elements to provide n
different zeros for each element of each degree n in any subset of F[x].

All algebraic extension fields E]- of F, with E]- g S2, form a set

S={Ej|j€J}
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I HISTORICAL NOTE

he Axiom of Choice, although used implicitly
in the 18705 and 18805, was first stated explic-

itly by Ernst Zermelo in 1904 in connection with
his proof of the well-ordering theorem, the result
that for any set A, there exists an order-relation <
such that every nonempty subset B of A contains
a least element with respect to <. Zermelo’s Ax-
iom of Choice asserted that, given any set M and
the set S of all subsets of M, there always exists a
“choice” function, a functionf : S —> M such that
f(M’) e M’ for every M’ in S. Zerrnelo noted, in
fact, that “this logical principle cannot. . .be re-
duced to a still simpler one, but it is applied with-
out hesitation everywhere in mathematical deduc-
tion.” A few years later he included this axiom in
his collection of axioms for set theory, a collection

that was slightly modified in 1930 into what is now
called Zennelo—Fraenkel set theory, the axiom sys-
tem generally used today as a basis of that theory.

Zom’s lemma was introduced by Max Zorn
(1906-1993) in 1935. Although he realized that it
was equivalent to the well—ordering theorem (itself
equivalent to the Axiom ofChoice), he claimed that
his lemma was more natural to use in algebra be-
cause the well-ordering theorem was somehow a
“transcendental” principle. Other mathematicians
soon agreed with his reasoning. The lemma ap-
peared in 1939 in the first volume of Nicolas
Bourbaki’s Eléments de Mathématique: Les Struc-
tures Fondamentales de I’Analyse. It was used
consistently in that work and quickly became an
essential part of the mathematician’s toolbox.

that is partially ordered under our usual subfield inclusion 5. One element of S is F
itself. The preceding paragraphs shows that if F is far away from being algebraically
closed, there will be many fields E} in S.

Let T = {E},] be a chain in S, and let W = UkEjk. We now make W into a field. Let
01,)? e W. Then there exist ENE,-2 e S, with a e E}, and ,3 e Ei2~ Since T is a chain,
one of the fields El": and E}: is a subfield of the other, say E}: 5 El. Then a, )3 e E}? and
we use the field operations of Eh to define the sum of a and )3 in W as (a + [3) e Eh
and, likewise, the product as (at!) e Eh. These operations are well defined in W; they
are independent of our choice ofEjz, since if a, [I e E]: also, for E}: in T, then one of the
fields Eh and E], is a subfield of the other, since T is a chain. Thus we have operations
of addition and multiplication defined on W.

All the field axioms for W under these operations now follow from the fact that
these operations were defined in terms of addition and multiplication in fields. Thus,
for example, 1 e F serves as multiplicative identity in W, since fora e W, if 1,0: 6 Eh,
then we have lat = a in Eji, so lat = a in W, by definition of multiplication in W. As
further illustration, to check the distributive laws, let 0:, {3, y e W. Since T is a chain,
we can find one field in T containing all three elements a, fl, and y, and in this field the
distributive laws for a, )3, and y hold. Thus they hold in W. Therefore, we can view W
as a field, and by construction, 15;, 5 W for every E}, e T.

If we can show that W is algebraic over F, then W e S will be an upper bound for
T. But if a e W, then a e Ej, for some E], in T, so a is algebraic over F. Hence W is
an algebraic extension of F and is an upper bound for T.

The hypotheses of Zom’s lemma are thus fulfilled, so there is a maximal element F
of S. We claim that F is algebraically closed. Letf(x) e F[x], wheref(x) e! F. Suppose
that f(x) has no zero in F. Since 52 has many more elements than F has, we can take
a) 6 $2, where a) 9! F, and form a field F(w) g (2, with w a zero off(x), as we saw in
the first paragraph of this proof. Let [3 be in F(w). Then by Theorem 39.19, [3 is a zero
of a polynomial

g(x)=ao+a1x+---+a,..\"
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in F[x], with a,- e F, and hence each a,- is algebraic over F. Then by Theorem 40.11 the
field F010, - - - , an) is a finite extension ofF, and since [3 is algebraic over F(are, - . - , an),
we also see that F010, - - ~ , a," fl) is a finite extension over F((10, - - - , an). Theorem 40.4
then shows that F((10, ~ - - , an, 13) is a finite extension of F, so by Theorem 40.3, fl is
algebraic over F. Hence F(w) e S and F < F00), which contradicts the choice of F as
maximal in S. Thusf(x) must have had a zero in F, so F is algebraically closed. 9

The mechanics of the preceding proof are routine to the professional mathemati-
cian. Since it may be the first proof that we have ever seen using Zom’s lemma, we
wrote the proof out in detail.

I EXERCISES 40

Computations
In Exercises 1 through 13, find the degree and a basis for the given field extension. Be prepared to justify your
answers.

1. Q(~/§) over Q 2. Q65, J3) over Q

3. Q(~/§, «5, M) over Q 4. Q(«3/':’, J3) over Q
5. Q(~/Z 3/27) over Q 6. Q(J§ + J3) over Q
7. Q(fifi) over Q 8. Q65, «3/5) over Q

9- 063/5. «73. W) 0V6! Q 10. Q(«/§, J6) over (QB/5)
11. Qc/E + .5) over QM?) 12. 06/2 .5) over QM + J?)
13. mfi, J6 + M) over Q(J§ + .6)

Concepts
In Exercises 14 through 17, correct the definition of the italicized term without reference to the text, if correction
is needed, so that it is in a form acceptable for publication.

14. An algebraic extension of a field F is a field F((11, 0:2, - - - , at”) where each a,- is a zero of some polynomial in
F[x].

15. Afinite extensionfield of a field F is one that can be obtained by adjoining a finite number of elements to F.

16. The algebraic closure F}; ofa field F in an extension field E ofF is the field consisting of all elements of E
that are algebraic over F.

17. A field F is algebraically closed if and only if every polynomial has a zero in F.
18. Show by an example that for a proper extension field E of a field F, the algebraic closure of F in E need not

be algebraically closed.
19. Determine whether each of the following is true or false.

a. Ifa field E is a finite extension of a field F, then E is a finite field.
I). Every finite extension of a field is an algebraic extension.
c. Every algebraic extension of a field is a finite extension.
(I. The top field of a finite tower of finite extensions of fields is a finite extension of the bottom field.
e. Q is its own algebraic closure in R, that is, Q is algebraically closed in R.
f. C is algebraically closed in C(x), where x is an indeterminate.
g. C(x) is algebraically closed, where x is an indeterminate.
h. The field C(x) has no algebraic closure, since C already contains all algebraic numbers.
i. An algebraically closed field must be of characteristic 0.
j. HE is an algebraically closed extension field of F, then E is an algebraic extension of F.
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Proof Synopsis

20. Give a one-sentence synopsis of the proof of Theorem 40.3.
21. Give a one- or two-sentence synopsis of the proof of Theorem 40.4.

Theory

22. Let(a+bi) e terea,b e Randb aé 0. ShowthatC =]R(a+bi).
23. Show that if E is a finite extension of a field F and [E : F] is a prime number, then E is a simple extension of

F and, indeed, E = F(ot) for every 0: e E not in F.

24. Prove thatxz — 3 is irreducible over Q(.’/2).
25. What degree field extensions can we obtain by successively adjoining to a field F a square root of an element

of F not a square in F, then a square root of some nonsquare in this new field, and so on? Argue from this
that a zero ofx” — 3x2 + 12 over Q can never be expressed as a rational fimction of square roots of rational
functions of square roots, and so on, of elements of Q.

26. Let E be a finite extension field ofF. Let D be an integral domain such that F g D g E. Show that D is a field.

27. Prove in detail that Q(./§ + J7) = Q(./§, J7).
28. Generalizing Exercise 27, show that if ,/a + J13 9e 0, then Q(./E + J17) = ONE, J17) for all a and b in Q.

[Hint: Compute (u — b)/(JE + s/E).]
29. Let E be a finite extension of a field F, and let p(x) e F[x] be irreducible over F and have degree that is not a

divisor of [E : F]. Show that p(x) has no zeros in E.

30. Let E be an extension field of F. Let at e E be algebraic of odd degree over F. Show that a2 is algebraic of
odd degree over F, and F(at) = F(at2).

31. Show that if F, E, and K are fields with F 5 E 5 K, then K is algebraic over F if and only if E is algebraic
over F, and K is algebraic over E. (You must not assume the extensions are finite.)

32. Let E be an extension field of a field F. Prove that every 01 e E that is not in the algebraic closure F}; of F in E
is transcendental over Fig.

33. Let E be an algebraically closed extension field of a field F. Show that the algebraic closure F); of F in E is
algebraically closed. (Applying this exercise to C and Q, we see that the field of all algebraic numbers is an
algebraically closed field.)

34. Show that if E is an algebraic extension of a field F and contains all zeros in F of everyf(x) 6 F[x], then E is
an algebraically closed field.

35. Show that no finite field of odd characteristic is algebraically closed. (Actually, no finite field of characteristic
2 is algebraically closed either.) [Hintz By counting, show that for such a finite field F, some polynomial

— a, for some a e F, has no zero in F. See Exercise 32, Section 39.]

36. Prove that, as asserted in the text, the algebraic closure of Q in C is not a finite extension of Q.
37. Argue that every finite extension field of R is either 1R itself or is isomorphic to C.
38. Use Zom’s lemma to show that every proper ideal of a ring R with unity is contained in some maximal ideal.

-TGEOMETRIC CONSTRUCTIONS
In this section we digress briefly to give an application demonstrating the power of
Theorem 40.4. For a more detailed study of geometric constructions, you are referred
to Courant and Robbins [44, Chapter HI].

In Euclid’s Elements, geometry is approached from an axiomatic point of View. The
first three axioms state that a line segment can be drawn between any two given points,

I This section is used only briefly in Section 48.
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a line segment can be extended indefinitely to form a line, and a circle can be drawn
centered at any given point with any given radius. A straightedge and a compass are ob-
jects that can accomplish the tasks set out in these axioms. A natural question asked by
the ancient Greek geometers was exactly which points and configurations can be con-
structed using only a compass and a straightedge. They found many constructions that
are well known today including bisecting angles, bisecting line segments, and trisecting
line segments. Tn'secting an arbitrary angle eluded mathematicians for well over 2000
years before field theory was developed and it was proven that there are some angles
that are impossible to trisect using only a straightedge and compass. We shall discuss
the impossibility of trisecting an angle and other classical questions.

Constructible Numbers

Let us imagine that we are given only a single line segment that we shall define to be
one unit in length. A real number a is constructible if we can construct a line segment
of length |a| in a finite number of steps from this given segment of unit length by using
a straightedge and a compass.

The rules of the game are pretty strict. We suppose that we are given just two
points at the moment, the endpoints of our unit line segment, let us suppose that they
correspond to the points (0, 0) and (l, 0) in the Euclidean plane. We are allowed to draw
a line only with our straightedge through two points that we have already located. Thus
we can start by using the straightedge and drawing the line through (0, 0) and (1, 0).
We are allowed to open our compass only to a distance between points we have already
found. Let us open our compass to the distance between (0, 0) and (l, 0). We can then
place the point of the compass at (l, 0) and draw a circle of radius 1, which passes
through the point (2, 0). Thus we now have located a third point, (2, 0). Continuing in
this way, we can locate points (3, 0), (4, 0), (—l, 0), (—2, 0), and so on. Now open the
compass the distance from (0, 0) to (0, 2), put the point at (l, 0), and draw a circle of
radius 2. Do the same with the point at (—1, 0). We have now found two new points,
where these circles intersect, and we can put our straightedge on them to draw what
we think of as the y-axis. Then opening our compass to the distance from (0, 0) to (1,
0), we draw a circle with center at (0, 0) and locate the point (0, l) where the circle
intersects the y-axis. Continuing in this fashion, we can locate all points (x, y) with
integer coordinates in any rectangle containing the point (0, 0). \Vlthout going into more
detail, it can be shown that it is possible, among other things, to erect a perpendicular to
a given line at a known point on the line, and find a line passing through a known point
and parallel to a given line. Our first result is the following theorem.

If a and [.9 are constructible real numbers, then so are a + I}, a — [3,043, and 01/13, if
)3 9E 0-

We are given that a and )3 are constructible, so there are line segments of lengths lal and
If! I available to us. For a, )3 > 0, extend a line segment of length a with the straightedge.
Start at one end of the original segment of length a, and lay off on the extension the
length )3 with the compass. This constructs a line segment of length a + [3:01 — fl is
similiarly constructible (see Fig. 41.2). If a and )3 are not both positive, an obvious

a 3 a

~0— a»
.

“+13 "-13 B

41.2 Figure
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breakdown into cases according to their signs shows that a + [3 and a — [3 are still
construclible.

The construction of at}? is indicated in Fig. 41.3. We shall let 074 be the line segment
from the point 0 to the point A, and shall let IO—AI be the length of this line segment. If
07% is of length Ial, construct a line I through 0 not containing 074. (Perhaps, if 0 is at
(0, 0) and A is at (a, 0), you use the line through (0, 0) and (4, 2).) Then find the points
P and B on I such that w is of length l and (TB is of length Ifl |. Draw 174 and construct
I’ through B, parallel to 174 and intersecting 071 extended at Q. By similar triangles, we
have

an
Ial _ I0_QI’

so O—Q is of length latfil.

41.3 Figure

Finally, Fig. 41.4 shows that a/fl is constructible if {3 9E 0. Let 07l be of length lal,
and construct I through 0 not containing 0A. Then find B and P on I such that 073 is of
length |fl| and 0—1’ is of length 1. Draw BA and construct I’ through P, parallel to 54, and
intersecting 071 at Q. Again by similar triangles, we have

m _ m
1 _ Ifil'

s00_Qisoflength|a/fl|. O

41.4 Figure

41.5 Corollary The set of all constructible real numbers forms a subfield F of the field of real numbers.

Proof Proof of this corollary is immediate from Theorem 41.1. 0

Thus the field F of all constructible real numbers contains Q, the field of rational
numbers, since Q is the smallest subfield of IR.
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From now on, we proceed analytically. We can construct any rational number. Re-
garding our given segment

0—1

of length l as the basic unit on an x-axis, we can locate any point (q1, q2) in the plane
with both coordinates rational. Any further point in the plane that we can locate by using
a compass and a straightedge can be found in one of the following three ways:

1. as an intersection of two lines, each of which passes through two known
points having rational coordinates,

2. as an intersection of a line that passes through two points having rational
coordinates and a circle whose center has rational coordinates and whose
radius is rational.

3. as an intersection of two circles whose centers have rational coordinates and
whose radii are rational.

Equations of lines and circles of the type discussed in 1, 2, and 3 are of the form

ax + by + c = 0

and

x2+y2+dx+ey+f=0,
where a, b, c, d, e, andf are all in Q. Since in Case 3 the intersection of two circles with
equations

x2+y2+dlx+ely+f1 =0
and

x2+y2+d2x+e2y+fz =0
is the same as the intersection of the first circle having equation

x2+y2+d1x+e1y+f1 =0,

and the line (the common chord) having equation

((11 — (12):: + (e1 - e2)y +f1 —f2 = 0.
we see that Case 3 can be reduced to Case 2. For Case 1, a simultaneous solution of
two linear equations with rational coefficients can only lead to rational values of x and
y, giving us no new points. However, finding a simultaneous solution of a linear equa-
tion with rational coefficients and a quadratic equation with rational coefficients, as in
Case 2, leads, upon substitution, to a quadratic equation. Such an equation, when solved
by the quadratic formula, may have solutions involving square roots of numbers that are
not squares in Q.

In the preceding argument, nothing was really used involving Q except field ax-
ioms. If H is the smallest field containing those real numbers constructed so far, the
argument shows that the “next new number” constructed lies in a field H(J¢7) for some
a e H, where a > 0. We have proved half of our next theorem.

The field F of constructible real numbers consists precisely of all real numbers that we
can obtain from Q by taking square roots of positive numbers a finite number of times
and applying a finite number of field operations.

We have shown that F can contain no numbers except those we obtain from Q by tak-
ing a finite number of square roots of positive numbers and applying a finite number
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of field operations. However, if a > 0 is constructible, then Fig. 41.7 shows that J5 is
construclible. Let 074 have length a, and find P on 07% extended so that (7’ has length
1. Find the midpoint of 174 and draw a semicircle with 174 as diameter. Erect a perpen-
dicular to [T4 at 0, intersecting the semicircle at Q. Then the triangles OPQ and OQA
are similar, so

MEI = |0_Pl
|0A| |0Q|

and |0_Q|2 = lat = 0:. Thus 0—9 is of length J3. Therefore square roots ofconstructible
numbers are constructible.

Theorem 41.1 showed that field operations are possible by construction. 9

Q

41.7 Figure

If y is constructible and y ¢ Q, then there is a finite sequence of real numbers
on, - - - ,ai,l = y such that Q(a1, - - - ,ai) is an extension o(a1, - - - ,ai_1) ofdegree 2.
In particular, [Q(y) : Q] = 2’ for some integer r 2 0.

The existence of the ai is immediate from Theorem 41.6. Then

2" =[Q(ot1.--- 41,020]
= [Q(a1.- -- ,an) 2 Q(y)][Q(y) 2 Q].

by Theorem 40.4, which completes the proof. 0

The Impossibility of Certain Constructions

We can now show the impossibility of certain geometric constructions.

Doubling the cube is impossible, that is, given a side of a cube, it is not always possible
to construct with a straightedge and a compass the side of a cube that has double the
volume of the original cube.

Let the given cube have a side of length l, and hence a volume of 1. The cube being
sought would have to have a volume of 2, and hence a side of length «72. But «72 is a
zero of irreducible x3 — 2 over Q, so

[QR/E) :01 = 3.
Corollary 41.8 shows that to double this cube of volume 1, we would need to have
3 = 2’ for some integer r, but no such r exists. 0
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Squaring the circle is impossible; that is, given a circle, it is not always possible to
construct with a straightedge and a compass a square having area equal to the area of
the given circle.

Let the given circle have a radius of l, and hence an area of :1. We would need to
construct a square of side J77. But It is transcendental over Q, so J27 is transcendental
over Q also. 9

Triseeting the angle is impossible; that is, there exists an angle that cannot be trisected
with a straightedge and a compass.

Figure 41.12 indicates that the angle 9 can be constructed if and only if a segment of
length l cos 9| can be constructed. Now 60° is a constructible angle, and we shall show
that it cannot be trisected. Note that

cos 39 = cos(29 + 9)

= cos29cos9 — sin29sin9

= (Zeos29 — l)cos9 —2sin9cos9sin9

= (Zeos29 — l)cos9 — 2cos9(1— cos2 9)

= 4cos39 — 3cos9.

l

9
——

cos9

41.12 Figure

[We realize that some students have not seen the trigonometric identities we just
used. Exercise 1 repeats Exercise 42 of Section 3 and asks you to prove the identity
cos 39 = 4 cos3 9 — 3 cos 9 from Euler’s formula]

Let 9 = 20°, so that cos 39 = %, and let a = cos 20°. From the identity 4 cos3 9 —
3cos9 = cos 39, we see that

l3_ =_4a 3a 2.

Thus a is a zero of 8x3 — 6x — 1. This polynomial is irreducible in Q[x], since, by
Theorem 28.12, it is enough to show that it does not factor in Z[x]. But a factorization
in Z[x] would entail a linear factor of the form (8): :l: 1), (4x :I: 1), (2x :I: l), or (x :l: 1).
We can quickly check that none of the numbers :lzl, :lzfi, 21%, and :|:l is a zero of8x3 —
6x — 1. Thus

[0(a) 2 Q] = 3,
so by Corollary 41.8, a is not constructible. Hence 60° cannot be trisected. 0

Note that the regular n-gon is constructible for n z 3 if and only if the angle 271'/n
is constructible, which is the case if and only if a line segment of length cos(271/n) is
constructible.
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I HISTORICAL NOTE

reek mathematicians as far back as the fourth
century B.C. had tried without success to

find geometric constructions using straightedge
and compass to trisect the angle, double the cube,
and square the circle. Although they were never
able to prove that such constructions were impos-
sible, they did manage to construct the solutions
to these problems using other tools, including the
conic sections.

It was Carl Gauss in the early nineteenth cen-
tury who made a detailed study of constructibil-
ity in connection with his solution of cyclotomic
equations, the equations of the form 14’ — 1 = 0
with p prime whose roots form the vertices of a
regular p—gon. He showed that although all such

equations are solvable using radicals, if p - 1 is
not a power of 2, then the solutions must involve
roots higher than the second. In fact, Gauss as-
serted that anyone who attempted to find a ge-
ometric construction for a p-gon where p - l is
not a power of 2 would “spend his time use-
lessly." Interestingly, Gauss did not prove the
assertion that such constructions were impossi-
ble. That was accomplished in 1837 by Pierre
Wantzel (1814—1848), who in fact proved Corol-
lary 41.8 and also demonstrated Theorems 41.9
and 41.11. The proof of Theorem 41.10, on
the other hand, requires a proof that It is tran-
scendental, a result finally achieved in 1882 by
Ferdinand Lindemann (1852—1939).

I EXERCISES 41

Computations

l. Prove the trigonometric identity cos 30 = 4cos3 0 —

Concepts

3 cos 0 from the Euler formula, em = cos 9 + i sin0.

2. Determine whether each of the following is true or false.

a. It is impossible to double any cube of con-
structible edge by compass and straightedge con-
structions.

b. It is impossible to double every cube of con-
structible edge by compass and straightedge con-
structions.

c. It is impossible to square any circle of con-
structible radius by straightedge and compass
constructions.

d. No constructible angle can be trisected by
straightedge and compass constructions.

6. Every constructible number is of degree 2’ over
Q for some integer r 2 0.

f. We have shown that every real number of degree
2’ over Q for some integer r z 0 is constructible.

Theory

g. The fact that factorization of a positive integer
into a product of primes is unique (up to or-
der) was used strongly at the conclusion of The-
orems 41.9 and 41.11.

1:. Counting arguments are exceedingly powerful
mathematical tools.

i. We can find any constructible number in a finite
number of steps by starting with a given seg-
ment of unit length and using a straightedge and
a compass.

j. We can find the totality of all constructible num-
bers in a finite number of steps by starting with a
given segment ofunit length and using a straight-
edge and a compass.

3. Using the proof of Theorem 41.11, show that the regular 9-gon is not constructible.
4. Show algebraically that it is possible to construct an angle of 30°.
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5. Referring to Fig. 41.13, whereE bisects angle OAP, A
show that the regular 10-gon is constructible (and 4‘
therefore that the regular pentagon is also). [Hint: Tri-
angle OAP is similar to triangle APQ. Show alge- 1
braically that r is constructible] r

0 A P
l

41.13 Figure

In Exercises 6 through 9 use the results of Exercise 5 where needed to show that the statement is true.

6. The regular 20-gon is constructible.
7. The regular 30-gon is constructible.
8. The angle 72° can be trisected.
9. The regular lS-gon can be constructed.

10. Suppose you wanted to explain roughly in just three or four sentences, for a high school plane geometry teacher
who never had a course in abstract algebra, how it can be shown that it is impossible to trisect an angle of 60°.
Write down what you would say.

11. Let S = {n e Z I an n degree angle is constructible with a compass and straightedge). We are assuming that if
an angle of n degrees is constructed, then n + k(360) is also constructed for any integer k. Prove that S is the
principal ideal (3) g Z. It may be helpful to use Exercise 5.

12. The proof of Theorem 41.11 can be simplified by making a different choice of the angle 0. Find a constructible
real number a so that the angle 0 = mcan be used in the formula cos 30 = 4cos3 0 — 3 cos 0 to arrive
at a polynomial that meets Eisenstein’s criteria. Then finish the proof of Theorem 4.11.

13. Prove that for at least one constructible angle 50, 0 is not constructible.

l4. Continuing Exercise 13,

a. Use Euler’s formula to show that for any integer n 2 2, cos(n0) = 2cos(0) cos((n — 1)9) — cos((n — 2)0).
I). Use part a to rewrite cos(70) and use this formula to prove that there is a constructible angle 70 such that 0

is not constructible.
c. For each integer l S n S 10, is there a constructible angle n0 such that 9 is not constructible?

(The polynomials used in this exercise are called Chebyshev polynomials.)

The purpose of this section is to determine the structure of all finite fields. We shall
show that for every prime p and positive integer n, there is exactly one finite field (up to
isomorphism) of orderp". This field GF(p") is usually referred to as the Galois field of
order p”. We shall be using quite a bit of our material on cyclic groups. The proofs are
simple and elegant.

The Structure of a Finite Field
We now show that all finite fields must have prime-power order.

42.1 Theorem Let E be a finite extension of degree n over a finite field F. If F has q elements, then E
has q“ elements.
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Proof

42.3 Theorem

Proof

42.4 Definition

42.5 Theorem

Proof
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Proof

42.7 Example

Extension Fields

Let {ab - - - , an} be a basis for E as a vector space over F. By Exercise 21 of Section 33,
every [5 e E can be uniquely written in the form

fi=b1a1+---+b..an
for b; e F. Since each b,- may be any of the q elements of F, the total number of such
distinct linear combinations of the at,- is q". 9

If E is a finite field of characteristic p, then E contains exactly p" elements for some
positive integer n.

Every finite field E is a finite extension of a prime field isomorphic to the field Zp, where
p is the characteristic of E. The corollary follows at once from Theorem 42.1. 9

We now turn to the study of the multiplicative structure of a finite field. The follow-
ing theorem will show us how any finite field can be formed from the prime subfield.

Let E be a field ofIf elements contained in an algebraic closure Z, of Zp. The elements
of E are precisely the zeros in Z, of the polynomial x?" — x in Zp[x].

The set E‘ of nonzero elements of E forms a multiplicative group of order p” — 1 under
the field multiplication. For a e E', the order ofa in this group divides the orderp’l — l
of the group. Thus for a e E“, we have air—1 = 1, so 11"" = (1. Therefore, every element
in E is a zero ofx’" — x. Since x?" — x can have at mostp" zeros, we see that E contains
precisely the zeros of x‘" — x in 2p. 9

Anelementot ofafield isannth root of unity if at" = 1. It isaprimitive nth root of
unityifa"=1anda”';élfor0<m<n. I

Thus the nonzero elements of a finite field ofp" elements are all (p" — l)th roots of
unity.

Recall that in Corollary 28.7, we showed that the multiplicative group of nonzero
elements of a finite field is cyclic. This is a very important fact about finite fields; it has
actually been applied to coding theory and combinatorics. For the sake of completeness
in this section, we now state it here as a theorem, give a corollary, and illustrate with an
example.

The multiplicative group (F‘, -) of nonzero elements of a finite field F is cyclic.

See Corollary 28.7. 0

A finite extension E of a finite field F is a simple extension of F.

Leta be a generator for the cyclic group E‘ of nonzero elements of E. Then E = Fax:

Consider the finite field Z11. By Theorem 42.5 (Zn‘, -) is cyclic. Let us try to find a
generator of Z, 1" by brute force and ignorance. We start by trying 2. Since |Z11 ‘l = 10, 2
must be an element of Z1 1* of order dividing 10, that is, either 2, 5, or 10. Now

22 =4, 24 =42 = 5, and 25 =(2)(5)=10= —1.

Thus neither 22 nor 25 is 1, but, of course, 210 = 1, so 2 is a generator of 211*, that is, 2
is a primitive 10th root of unity in Z“. We were lucky.

By the theory of cyclic groups, all the generators of Zn“, that is, all the primitive
10th roots of unity in Z11, are of the form 2", where n is relatively prime to 10. These
elements are

21:2, 23:8, 27:7, 29:6.
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I HISTORICAL NOTE

lthough Carl F. Gauss had shown that the
set of residues modulo a prime p satisfied

the field properties, it was Evariste Galois (1811-
1832) who first dealt with what he called “incom-
mensurable solutions” to the congruence F(x) E 0
(mod p), where F(x) is an nth degree irreducible
polynomial modulo p. He noted in a paper written
in 1830 that one should consider the roots of this
congruence as “a variety of imaginary symbols"
that one can use in calculations just as one uses
J—_l. Galois then showed that if u is any solution
of F(x) E 0 (mod p), the expression a0 + alot +
(12112 + - - - + a,._1a"‘1 takes on precisely p" dif-
ferent values. Finally, he proved results equivalent
to Theorems 42.3 and 42.5 of the text.

Galois’ life was brief and tragic. He showed
brilliance in mathematics early on, publishing

several papers before he was 20 and essen-
tially established the basic ideas of Galois theory.
He was, however, active in French revolutionary
politics following the July revolution of 1830. In
May 1831, he was arrested for threatening the life
of King Louis-Philippe. Though he was acquit-
ted, he was rearrested for participating, heavily
armed, in a republican demonstration on Bastille
Day of that year. Two months after his release from
prison the following March, he was killed in a duel,
“the victim of an infamous coquette and her two
dupes”; the previous night he had written a letter to
a friend clarifying some ofhis work in the theory of
equations and requesting that it be studied by other
mathematicians. Not until 1846, however, were his
major papers published; it is from that date that his
work became influential.

The primitive 5th roots of unity in Z“ are of the form 2’", where the gcd ofm and 10 is
2, that is,

22 :4, 24:5, 26:9, 23:3.

The primitive square root ofunityinZ“ is 25 :10 = —1.

337

The Existence of GF(p")

We turn now to the question of the existence of a finite field of orderp’ for every prime
power p’, r > 0. We need the following lemma.

42.8 Lemma If F is a field of_prime characteristic p with algebraic closure F, then x?" — x has p"
distinct zeros in F.

Proof Because F is algebraically closed, x?" — x factors over that field into a product of linear
factors x — a, so it suffices to show that none of these factors occurs more than once in
the factorization.

Exercise 15 uses derivatives to complete this proof. Although this is an elegant
method, it requires some effort to develop derivatives for polynomials over an arbitrary
field, so we proceed using long division. Observe that 0 is a zero ofx?" — x of multiplic-
ity 1. Suppose 01 ¢ 0 is a zero of' — x, and hence is a zero off(x) = 1"” — 1. Then
it — a is a factor off(x) in fix], and by long division, we find that

f(x) __(x_a) —g(x)

=xV‘2+axP”‘3+a2xP"“+-~+a"‘3x+a’"_2-
Now g(x) has p” — 1 summands, and in g(a), each summand is

p"—la“pa—2 = _ l

a a‘
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Thus

) [(P - 1) 1]] ‘1g(a _ . _ _ —.

since we are in a field of characteristic p. Therefore, g(ot) 7E 0, so a is a zero off(x) of
multiplicity 1.

HE is a field of prime characteristic p, then (a + fl)?" = a!" + W for all a, fl 6 F and
all positive integers n.

Leta, fl 6 F. Applying the binomial theorem to (at + B)”, we have

(a + fl)” = a” + (p - nap-1;: + (”—Q’; 1) . l)a”'2fiz
+---+(p-1)afi”"+fi”

=ap+0ap‘1fi+0ap‘2fl2+---+0aflp‘l+fi”
=up+flp.

Proceeding by inductionl on n, sup se thatwe have (at+;f3)""_l =01?"_'+fll"‘l.Then
(“+fi)""=[(a+fl)""_]p=(up'" +fif')”=up"+fiP". 9
A finite field GF(p") ofp" elements exists for every prime power p”.

Let in be an algebraic closure of Zp, and let K be the subset of Z, consisting of all
zeros of)?" —x in Zr Let 01,19 6 K. Lemma 42.9 shows that (a +13) 6 K, and the
equation (oz/3)?" = uVfiP" = otfi shows that at}? e K. From a?" = a we obtain (—01)?” =
(—ly'a’f = (—1)”"a. HP is anoddprime, then (—1)?" = —l and ifp = 2then —l = 1.
Thus (—01)?" = —a, so —a e K. NowOand 1 arezerosofxp” —x. Fora ¢O,a"" :01
implies that (1/01)?" = 1/11. Thus K is a subfield of 2,, containing Zp. Therefore, K is
the desired field of p’l elements, since Lemma 42.8 showed that xP" — x has p" distinct
zeros in Z. 6
HF is any finite field, then for every positive integer n, there is an irreducible polynomial
in F[x] of degree n.

Let F have q = p’ elements, where p is the characteristic of F. By Theorem 42.10,
there is a field K 5 F containing Zp (up to isomorphism) and consisting precisely of the
zeros of x?" — x. We want to show F 5 K. Every element of F is a zero ofx" — x, by
Theorem 42.3. Now p’s = p’p’("'). Applying this equation repeatedly to the exponents
and using the fact that for a e F we have 01‘" = a, we see that for a e F,

n-n «In—2)= (1" =
,upm=a ---=a" =01.

Thus F 5 K. Then Theorem 42.1 shows that we must have [K : F] = n. We have seen
that K is simple over F in Corollary 42.6, so K = F(,8) for some ,8 e K. Therefore,
i1r(fi,F) must be of degree n. O

Letpbe aprime and letn 6 2+. IfEandE’ are fields oforderp", thenE 2 E’.

Both E and E’ have Zp as prime field, up to isomorphism. By Corollary 42.6, E is
a simple extension of 2,, of degree n, so there exists an irreducible polynomial f(x)
of degree n in Zp[x] such that E 2 Zp[x]/(f(x)). Because the elements of E are zeros
of x’” — x, we see that f(x) is a factor of x?" — x in Zp[x]. Because E’ also consists of
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zeros of x?" — x, we see that E’ also contains zeros of irreducible f(x) in Zp[x]. Thus,
because E’ also contains exactly p" elements, E’ is also isomorphic to Zp[x]/ (f(x)) . O

In section 29 we saw that the field 22 can be used to construct polynomial codes.
Other finite fields have been used to construct algebraic codes with interesting proper-
ties. For example, in the American Mathematical Monthly 77 (1970): 249-258, Normal
Levinson constructed an algebraic code that corrects three transmission errors. In this
construction, the field of order 16 was used. Finite fields are also used in many other
areas of mathematics including combinatorial designs, finite geometries, and algebraic
topology.

I EXERCISES 42

Computations

In Exercises 1 through 3, determine whether there exists a finite field having the given number of elements. (A
calculator may be useful.)

1. 4096 2. 3127 3. 68,921

4. Find the number of primitive 8th roots of unity in GF(9).

5. Find the number of primitive 18th roots of unity in GF(19).

6. Find the number of primitive 15th roots of unity in GF(31).
7. Find the number of primitive 10th roots of unity in GF(23).

Concepts

8. Determine whether each of the following is true or false.

a. The nonzero elements of every finite field form a cyclic group under multiplication.
b. The elements of every finite field form a cyclic group under addition.
c. The zeros in C of (x23 — l) e Q[x] form a cyclic group under multiplication.
(I. There exists a finite field of 60 elements.
c. There exists a finite field of 125 elements.
I. There exists a finite field of 36 elements.
g. The complex number i is a primitive 4th root of unity.
I]. There exists an irreducible polynomial of degree 58 in Z2[x].

i. The nonzero elements of Q form a cyclic group 0* under field multiplication.
j. IfF is a finite field, then every isomorphism mapping F onto a subfield of an algebraic closure F of F is an

automorphism of F.

Theory

9. Letiz be an algebraic closure og, and let a, )3 6 E; be zeros of);3 +x2 + 1 and ofr" +2: +1, respectively.
Using the results of this section, show that Z201) = 2209).

10. Show that every irreducible polynomial in Zp[x] is a divisor off" — x for some n.

11. Let F be a finite field ofp" elements containing the prime subfield Zp. Show that if a e F is a generator of the
cyclic group (F*, -) of nonzero elements of F, then deg(at, 2,) = n.

12. Show that a finite field ofp” elements has exactly one subfield ofp’" elements for each divisor m of n.
13. Show that x1}. — x is the product of all monic irreducible polynomials in Zp[x] of a degree d dividing n.
14. Letp be an odd prime.
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a. Show that for a e Z, where a 5+. 0 (mod p), the congruence x2 E a (mod p) has a solution in Z if and only
if :10"l E 1 (mod p). [Hint Formulate an equivalent statement in the finite field 2,, and use the theory
of cyclic groups]

b. Using part (a), determine whether or not the polynomial x2 — 6 is irreducible in Zl7[x].

15. Let Fbe an arbitrary field. We define the derivative ofp(x) = zakrl‘ e F[x] to be D(p(x)) = z (k - (ad-1)).
k=0 k=l

Let p(x), q(x) e F[x], and let n and m be nonnegative integers. Prove the following statements.

a. 0020:) + q(x)) = D(p(x)) + D(q(x».
b. D(ap(x)) = aD(p(x)) for any a e F.
c. Duh“) = 1"D(x’") + D().")x”'.
«1. WW") = puma") + mew.
e. D(p(x)q(x» = p(x)D(q(x)) + D<p(x»q<x).
f. (x — (1)2 diw'des p(x) if and only if a is a zero of both p(x) and D(p(x)).
g. Give a proof of Lemma 42.8 using part f.
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INTRODUCTION TO GALOIs THEORY

An Example

We learned in high school that the quadratic formula provides zeros for polynomials
of degree two. There are similar formulas for solutions to polynomials of degree three
and four. These solutions all involve addition, subtraction, multiplication, division, and
taking radicals. Galois theory, which provides an interesting connection between group
theory and field theory, can be used to show that it is futile to seek a similar formula for
polynomials of degree five or greater. Our main goal for the remainder of the book is to
provide a proof of this fact.

Let E be a field. An automorphism of E is a isomorphism of E onto itself. I

The set of automorphisms of a field E is a group under function composition.

The proof is Exercise 29. 9

Afieldisomorphism¢:E—>Kmaps 1 eEto 1 eKand,itmaps0€EtoOeK.
Therefore, for any automorphism 11) of Q, ¢(l) = 1 and ¢(0) = 0. It follows by induc-
tion that ¢(n) = n for any natural number n. Since ¢(—x) = —¢(x), for any integer n,
¢(n) = n. Every rational number is a ratio of integers, so ¢(r) = r for every rational
number r. Therefore the only automorphism of Q is the identity map. A

Let K = 06/5, J3). From Example 40.9, the degree of the extension K over Q is 4
and a basis for the vector space K over the field Q is {1, s/Z J3, J6}. Thus K = {a +
bs/i + cs/E + ds/t-Sl a, b, c, d 6 Q}. We determine the automorphisms of K.

Let (I: be any automorphism of K. Since ¢(l) = 1, 17) maps every rational number to
itself as shown in the previous example. Since 4: is a field automorphism, ¢(~/§2 — 2) =
¢(0) = 0. But (mt/52 — 2) = gag/if — 2. Thus ¢(J§) is a zero of the polynomial x2 —
2, which means that ¢(J§) is either J5 or —J§. Similarly, spa/5) = ifi. Given any
a, b, c,d 6 Q, if

a =a+b~/§+c~/§+d«/EEK,

341
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then

¢(a) = a + brim/5) + ciao/5) + d¢(~/5)¢(~/§)-
Once ¢(‘/§) and (Ma/3) are specified, there is at most one automorphism meeting these
specifications. We have at most four automorphisms of K given by Table 43.5.

43.5 Table

|¢<f> | Mai/32 | ¢(a+b¢§+cf+df)
: 2 a+bJ§+cJ3+dJ6
0 -~/- «5 a—bf+C«/_— 11%
r J5 -J3 a+bfi—«/§—d~/6
y “/5 -~/§ a—bfi-m/g+d~/a

It is tedious, but not difficult, to check that each of these maps is a field automor-
phism. By Theorem 43.2, G = {1, a, 1:, y} forms a group under function composition.
Every group with exactly four elements is isomorphic with the Klein 4-group or the
cyclic group of order four. Each element of G has order one or two, so G is isomorphic
with the Klein 4-group. A

If E and K are both field extensions of a field F and a : E —> K is a field isomorphism,
then an element a e E is fixed by a if (7(a) = oz. An element a e E is fixed by a
collection of isomorphisms ifa is fixed by every isomorphism in the collection. A subset
L ofE is fixed by a collection of isomorphisms if every 0: e L is fixed by the collection.
Often we write remains fixed instead of simply fixed. I

The discussion in Example 43.3 shows that for any field extensions E and K of Q
and isomorphism a : E —> K, Q remains fixed by a.

We find the elements fixed by each of the four automorphisms of G in Example 43.4.
From Table 43.5 we see that each element fixes a subfield of06/1 J3), and from this
we can determine the field fixed by each subgroup of G.

0 Each element K is fixed by l. In other words, K remains fixed by the trivial
subgroup {l}.

. Each element of {a + N3 | a,c 6 Q} = QME) is fixed by a. This implies that
Q(J§) remains fixed by the subgroup (a) 5 G.

. Each element of {a + WEI a, b 6 Q} = Q(J§) is fixed by I. So QM?) remains
fixed by the subgroup (r).

0 Each element of {a + (ix/5| a, d 6 Q} = 00/3) is fixed by y. Therefore, 06/6)
remains fixed by the subgroup (y).

0 The only elements that remain fixed by G are the elements of Q.

Exercise 30 shows the five fields Q, Q65), Q65), Q(«/5), and Q(~/§, «5), are
the only subfields of K. Furthermore, from group theory we know that G, (a), (I), (y),
and {l} are the only subgroups of G. We have established a one-to-one correspondence
between the subfields of K containing Q, and the subgroups of the automorphism group
of K that fix elements of Q. Figure 43.8 shows the subfield diagram for K and the sub-
group diagram for G. Notice that relabeling the fields by their corresponding subgroups
gives the subgroup diagram, except that it is inverted. The reason that the diagrams are
flipped is that if H1 5 H2 are both subgroups of the automorphism group of K, then
every element of K fixed by all the automorphisms in H2 is also fixed by all the ele-
ments of H1. So the set that remains fixed by H2 is a subset of the set that remains fixed
by H1. A
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00/5 V5) {t a, r. y}

0N5) 00/3) QNE) <7)

43.8 Figure

The fact that the subfield diagram and the subgroup diagram correspond by asso-
ciating a subfield of K with a subgroup of G is no accident. In fact, this is the heart of
Galois theory. Before we can give precise statements of the Galois theorems, we need
a few definitions and some background lemmas and theorems. It is advisable to have
Examples 43.4 and 43.7 well in mind when reading the next few sections.

Subfields and Subgroups

We now investigate the Galois correspondence between subfields and subgroups of the
automorphism group of a field. In Example 43.7, K was an extension field of Q. In
general we will investigate the automorphisms of a field that fix elements of a subfield
that is not necessarily the rational numbers.

Let a be an automorphism of the field E. Then the set E, of all the elements a e E that
remain fixed by 0 forms a subfield of E.

Suppose that a, b e E remain fixed by a, that is, 0(a) = a and a(b) = b. Since a is a
field automorphism, we have

0(a :l: b) = 0(a) :I: a(b) = a :l: b,

0(ab) = a(a)a(b) = ab,

a(a/b) = a(a)/a(b) = a/b ifb 9E 0,

0(0) = 0, and
0(1) = 1.

Thus a :l: b, ab, 0, l e E, and if b 95 0, a/b 6 E,, which imply that E7 is a subfield ofE.
9

Let {0.- | i e I} be a collection of automorphisms of a field E. Then the set Em, of all
a e E that remain fixed by every 17;, for i e I, is a subfield of E.

The set Em = nin is an intersection of subfields ofE, so by Exercise 51 in Section
22, Em is a subfield of E. Q

We will continue to use the notation EU to denote the subfield of E that remains
fixed by the automorphism a and EM, to denote the subfield of E that remains fixed by
a,- for every i e I.

Continuing Example 43.7, (Ms/E, JEN”) = (20/3) 311d (Xx/Z Jim) = 06/3)- A

In the above discussion we started with a set of automorphisms of a field K and saw
that the elements fixed by the automorphisms form a subfield of K. This provides a way
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to assign subfields of K to subgroups of the group of automorphisms. We now turn our
attention to subfields F 5 K and ask if there is a subgroup of the automorphism group
ofK that has exactly the set F as a fixed set.

Let F 5 K be a field extension. The set G(K/F) is the set of all automorphisms of the
field K that fix every element of the field F. I

We see from Examples 43.4 and 43.7 that

G(QNi Jim) = {mm y}
«wave/om» = {w} = (a)
G(Q(~/§.«/§)/Q(~/§)) = u, r} = (r)
G(Q(~/5.~/§)/Q(~/3)) = u, y} = (y)

G(Q(~/5. Jame/1J3» = {t}. A
IfK is an extension field ofF and F 5 E 5 K, then we will refer to E as an in-

termediate field of the extension. In Examples 43.11 and 43.13, we saw that for ev-
ery intermediate field E of the extension Q 5 06/5, J3), there was a subgroup H of
the automorphism group of (20/5, J3) that fixes every element of E and furthermore,
Q(~/§, J3)" = E. This one-to-one correspondence between subgroups of the automor-
phism group and intermediate fields is the essence of Galois theory. There are field
extensions where the correspondence fails, as shown by the next example. In order to
have this one-to-one correspondence, a few technical conditions on the field extension
need to be satisfied.

Let K = (QR/i) = {a + by; + “3/4 I a, b e Q}. Then G(K/Q) consists of all automor-
phisms of K that fix all the rational numbers. In 0(3/5) there is only one zero of the
polynomial x3 — 2 since the other two zeros, «72—1 :l: Jib/2, are complex numbers
and 0(3/5) is a subfield of the real numbers. For any automorphism a e G(K/Q),

30 = 0(0) = ”(3/5 —2)
= (ad/i)? — 2.

Thus 6(3/5) is a zero of x3 — 2, which implies that 17(3/5) = 3/5. Therefore any field
automorphism ofK fixes all elements of Q and 3/5, which implies that the only automor-
phism ofK is the identity automorphism 1. Thus G(K/Q) = {t} and KG(K/Q) = Km = K.
In this case, there is no subgroup H 5 G(K/Q) with KH = Q. A

In the next two sections, we will investigate conditions on field extensions F 5 K
where there is a one-to—one correspondence between the intermediate fields and the
subgroups of G(K/F).

Let E be a field and let F be a subfield of E. Then the set G(E/F) of all automorphisms
that fix all the elements of F is a subgroup of the automorphism group of E. Further-
more, F is a subfield of Eggs/p).

Foro,r e G(E/F) anda e F,

(at)(a) = a(t(a)) = 6(a) = a,
so 01' e G(E/F). Furthermore, G(E/F) contains the identity map and a‘1(a) = a. Thus
G(E/F) is a subgroup of the automorphisms of E.

Finally, since every automorphism in G(E/F) fixes all the elements of F, F is a
subset and, therefore, a subfield of Egg/n. O
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Since G(E/F) is a subgroup of the automorphisms of E, we naturally call G(E/F)
the group of automorphisms of E that fix F. More briefly, we say that G(E/F) is the
group of E over F.

Beware! The symbol “I” in G(E/F) does not refer to a fraction or a quotient space.
The symbol “I” is used since we read G(E/F) as the group of E over F and in the
subfield diagram, E is written above F.

Since G(E/F) is a subgroup of the automorphisms of E, we naturally call G(E/F)
the group of automorphisms of E that fix F. More briefly, we say that G(E/F) is the
group of E over F.

Beware! The symbol “I” in G(E/F) does not refer to a fraction or a quotient space.
The symbol “I” is used since we read G(E/F) as the group of E over F and in the
subfield diagram, E is written above F.

Conjugation Isomorphisms

In our ongoing example of K = Q(«/§, J3), we noticed that for any automorphism a
ofK, (10/5) = :bfi since the image ofa zero ofxz — 2 must also be a zero 0U:2 —- 2.
This observation can be used for any polynomial and it is the basis for the Conjugation
Theorem.

Let E be an algebraic extension of the field F. Two elements a and fl in E are
conjugates over F, if both have the same minimal polynomial over F. That is,
irr(a, F) = mm, P). I
The definition of conjugates over F is consistent with our familiar use of the term com-
plex conjugates in the setting ofcomplex numbers. For a, b e R, the numbers a + bi and
a — bi are complex conjugates. Both are zeros of the polynomial f(x) = x2 — 2(1): +
a2 + b2 and, as long as b ,e 0, f(x) is irreducible over 1R. Thus for b 7e 0, a + bi and
a — bi have the same minimal polynomial and they are conjugates over R in the sense
of Definition 43.16. A

(The Conjugation Isomorphism) Let F be a field, K an extension field of F, and
a,fi e K algebraic over F with deg(u,F) = n. The map i/tmfl : F(a) —> F03) defined
by

z/rmm) + clot + czaz + - - - + c,._1a"‘1)= co + C113 + c2132 + - -- + c,,_1fi"‘l,
for c,- e F, is an isomorphism of F(a) onto F(fl) if and only if a and ,8 are conjugate
over F.

We first assume that 1/4,”; is an isomorphism. Since deg(a, F) = n, irr(a, F) = x" + g(x),
for some polynomial g(x) e F[x], where the degree of g(x) is less than n. Therefore

a” = —g(a).

Since Illa; is an isomorphism,

mm”) = (Illu.p(a))" = 13"-

On the other hand,
‘l’a.fl(g(a)) = g(fl)-

Thus
fl" = ‘l’a.fi(an) = 10a.p(—g(a)) = -g(fl)-

So I} is a zero of the polynomial x" + g(x) = irr(a, F), which is irreducible over F. By
the definition of the minimal polynomial, irr(fl, F) = x" + g(x) = irr(a, F).
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We next assume that a and [3 are conjugates over F with minimal polynomial
120:) = irr(a,F) = irr(fl,F). By Corollary 39.14, the ideal (p(x)) g F[x] is the kernel
of the evaluation homomorphism 4J0, : F[x] —> F(a), which is onto. By the Fundamen-
tal Homomorphism Theorem 30.17, there is an isomorphism 1/4,, : F[x]/ (p(x)) —> F(at)
with ¢a(u + (p(x))) = a forall a e F and 1/4,,(x + (p(x))) = 0:. Similarly, there is an iso-
morphism Illp :F[x]/(p(x)) -> F(fi) with 1/rp(a + (p(x))) = a for all a e F, and 1/Ifi(x +
(p(x))) = fl. Since $1,, and w; are both isomorphisms, Via—l : F(a) -> F[x]/(p(x)) is an
isomorphism and 114,4; = 1/1, 0 $0,” : F(a) -> F(fl) is also an isomorphism. We have

mm) = tram—1(a)
= 1/093 + (1)05»)
= fl

We also note that for C E F, We“) = 0- Let Co. C1, . . . ,cn_1 e F since 11;”, is an
isomorphism,

'l’a,p(60 + 6101+ . . . +c,,_1a"_1)

= Wu.fl(¢‘0) + 'l’a.,s(€1)l/’a,p(a) + - -- + 1kg,p(cn_1)1fi,'p(a"“)
= Co + 011/41,,50!) + - - - + c,._1I/I.,J;(at)"_l

=Co+clfl+---+c,._1fl"". .
Let K be a field extension of F with a e K algebraic over F. Suppose that 1/1 is an
isomorphism of F((1) onto a subfield of K, with the property that every element of F is
fixed by 11;. Then 1/r maps a to a conjugate over F of0:. Conversely, iffl 6 K is conjugate
over F with a, then there is a unique isomorphism lllmp mapping F(0:) onto a subfield
ofK with the properties that each a e F is fixed by a and 6(a) = B.

Let 1/; be an isomorphism from F(0:) onto a subfield of K with the property that every
element ofF is fixed by «1;. Let mam) = a0 + up: + - -- + a,._1x"-l. Then

ao +010: +...a,._1a"_1= 0

d
an 0 = 1/!(ao +a1a +---+a,._1u"‘1)= ao +an/I(a) + -- - +an—1tli(a)"“.

Thus fl = 1/;(01) has minimal polynomial a0 + up: + - - - + an_1x"" over F, which says
that a and )3 are conjugates over F.

Now we let [I e K be a conjugate of a over F. Theorem 43.18 provides an isomor-
phism 114.4; : F(a) —> F03) with the desired properties. Uniqueness follows since any
isomorphism from F(a) to any field is completely determined by its values on elements
of F and its value on a. 9

Theorem 43.9 and Corollary 43.19 formalize ideas used in Examples 43.7 and
43.14. Any automorphism a of Q(J§, J3) when restricted to the subfield Q(J§) is
an isomorphism onto a subfield of Q(J§, J3). Corollary 43.19 states that the automor-
phism maps J5 to iJi. Similarly J3 maps to :I:J3, making a total of at most four
automorphisms of Q(J§, J3).

Looking back at Example 43.14, any automorphism of QG/f) maps 5/5 to a con-
jugate over Q and fixes elements of Q. But «3/5 has no conjugates in (QR/i) other than
itself, so the only automorphism of @075) is the identity map. Corollary 43.19 is essen-
tial for the rest of our study of Galois theory.

We now give a familiar corollary of Theorem 43.18 concerning complex number
zeros of polynomials with real coefficients. Corollary 43.20 states that complex zeros
of polynomials with real coefficients occur in conjugate pairs.
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43.20 Corollary Letf(x) e 1R[x]. Ifa,b 6 1R andf(a + bi) = 0, thenf(a — bi) = 0.

Proof As a field C = 1R(i). Both 1' and -i have minimal polynomial x2 + 1 over R, so they
are conjugate over R. Theorem 43.18 assures us that there is an automorphism 1/53-, :
R(i) = C -> C given by I/r,‘_,-(a + ib) = a - bi. Let

f(x)=ao+alx+a2x2+...+ang

and assume thata+bi isazero off(x). Then

0=f(a+bi)=ao+a1(a+bt)+a2(a+bi)2+---+a,.(a+b1)".
SO

0 = Illi,_.~(f(a + b0) = on + at(a - bi) + a2(a - 1202 + - - - + a..(a - b0" =f(a - b0.
Thusf(a — bi) = 0. O

In order to pursue the Galois connection between subgroups of G(K/F) and inter-
mediate fields F S E S K, we need a technical condition to be sure that K has enough
conjugate elements so Theorem 43.18 and its Corollary 43.19 can be evoked as often as
needed. When the technical condition on E is satisfied, then E is called a splitting field.
We investigate splitting fields in Section 44.

There is one other technical condition that we will need in order to establish the
Galois correspondence. That condition says that for each at e K, irr(a, F) has deg(a, F)
distinct zeros in the algebraic closure of K. If the field extension E over F satisfies this
condition, then the extension is said to be separable. As we will see, essentially all
of our applications and examples, as well as most field extensions with which we are
familiar, are separable. But we are getting ahead of ourselves, as properties of separable
extensions are the focus of Section 45.

I EXERCISES 43

Computations

In Exercises 1 through 8, find all conjugates in C of the given number over the given field.

1. «5 over Q 2. J5 over 1R
3.3+JioverQ 4. fi—fioverQ
5.~/§+ioverQ 6.fi+ioverR
7. l+~/§overQ 8. Vl+fioa(J§)

In Exercises 9 through 15, we consider the field E = Qwi, J5, J5). It can be shown that [E : Q] = 8. In the
notation of Theorem 43.18, we have the following conjugation isomorphisms (which are here automorphisms
of E):

W245 : (0(«/§,~/§»(«/i) —> (Q(~/5.~/§))(-~/§),
1M4? (Q(fi,~/§»(~/§) —> (Q(~/§.~/§))(-~/§).
WW; : (QMMEm/E) —> (Q(~/§.~/§))(—~/§).

For shorter notation, let :2 = t/Ififl/i, 1'3 = ¢fi__fi, and r5 = l/I‘Jgrfi. Compute the indicated element of E.

9. r2(«/§) 10. r2(J§+ J3)
Ji—wE

11. 2 3 5 . —(rar2)(\/—+ f) 12 (r513) (Zfi-fi)

13- (rszrarzxfi + J3) 14- ra[rs(~/'Z’ — J3 + (moo/Em
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15- r3t5t3“(~/5 — «5)
In Exercises 16 through 21, refer to the direcn'ons for Exercises 9 through 15 and find the fixed field of the
automorphism or set of automorphisms of E.
16. r; 17. I32 18. {T2, f3}
19. ts‘tz 20. $1312 21. {12, t3, 1'5}

22. Refer to the directions for Exercises 9 through 15 for this exercise.
a. Show that each of the automorphisms 12, t3, and r5 is of order 2 in G(E/Q). (Remember what is meant by

the order of an element of a group.)
I). Find the subgroup H of G(E/Q) generated by the elements :2, 1’3, and rs, and give the group table. [Hint:

There are eight elements]
c. Just as was done in Example 43.4, argue that the group H of part (b) is the full group G(E/Q).

Concepts
In Exercises 23 and 24, correct the definition of the italicized term without reference to the text, if correction is
needed, so that it is in a form acceptable for publication.

23. Two elements, at and fl, of an algebraic extension E of a field F are conjugate over F if and only if they are
both zeros of the same polynomialf(x) in F[x].

24. Two elements, a and 3, of an algebraic extension E of a field F are conjugate over F if and only if the
evaluation homomorphisms ¢a : F[x] —> E and 42,9 : F[x] —> E have the same kernel.

25. The fields 06/2) and Q(3 + J2) are the same, of course. Let a = 3 + J2.

a. Find a conjugate ,8 ;é a of a over Q.
1). Referring to part (a), compare the conjugation automorphism wfirfi of 06/2) with the conjugation

automorphism 1/443.

26. Determine whether each of the following is true or false.

a. For allot, ,8 e E, there is always an automorphism of E mapping at onto fl.
I). For 01, fl algebraic over a field F, there is always an isomorphism of F(at) onto F()3).
c. For 0:, fl algebraic and conjugate over a field F, there is always an isomorphism of F(0:) onto F(fl).
d. Every automorphism of every field E fixes every element of the prime subfield of E.
e. Every automorphism of every field E fixes an infinite number of elements of E.
f. Every automorphism of every field E fixes at least two elements of E.
g. Every automorphism of every field E of characteristic 0 fixes an infinite number of elements ofE.
h. All automorphisms of a field E form a group under function composition.
i. The set of all elements of a field E fixed by a single automorphism of E forms a subfield of E.
j. For fields F 5 E 5 K,G(K/E) 5 G(K/F).

Proof Synopsis

27. Give a one-sentence synopsis of the “it" part of Theorem 43.18.
28. Give a one-sentence synopsis of the “only if” part of Theorem 43.18.

Theory

29. Prove Theorem 43.2.
30. Show that the only subfields of 09/5, J5) are Q, Q(fi), 0(fi), «pg/6), and 00/5, J5). [l-Iint: Show that

a subfield of Q(«/2,~/3) that is a degree 2 extension of Q must be of the form Q(./§) for some rational
number 3.]

31. Let a: be algebraic of degree n over F. Show that there are at most n different isomorphisms of F(ot) onto a
subfield of F and leaving F fixed.

32. Let F011, - - ~ , an) be an extension field ofF. Show that any automorphism a of F(a1, - - - , 01,.) leaving F fixed
is completely determined by the n values a(a;).
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33. Let E be an algebraic extension of a field F, and let a be an automorphism of E leaving F fixed. Let a e E.
Show that a induces a permutation of the set of all zeros of irr(a, F) that are in E.

34. Let E be an algebraic extension of a field F. Let S = {17,- | i e I} be a collection ofautomorphisms ofE such that
every 0; leaves each element of F fixed. Show that if S generates the subgroup H of G(E/F), then E5 = E”.

35. Let F be a finite field with characterisfic p. Prove that the map 4: : F —> F defined by ¢(u) = 411’ is a field
automorphism. This automorphism is called the Frobenius automorphism.

36. Referring to Exercise 35, let F be a finite field of characteristic p, and let ¢ be the Frobenius automorphism
on F. Prove that the fixed field Fm is isomorphic with Zp.

37. Referring to Exercise 35, show that the finite assumption is necessary by finding an example of a field F with
characteristic p, such that the map :1: : F —> F given by ¢(a) = at" is not an automorphism.

38. We saw in Corollary 28.18 that the cyclotomic polynomial

xp_1
¢p(x) =fl =x"1 +xP‘2+---+x+1

is irreducible over Q for every prime p. Let g be a zero of d>p(x), and consider the field Q(§ ).

a. Show that 4‘, {2, - - - , {P‘1 are distinct zeros of <1>p(x), and conclude that they are all the zeros of <l>p(x).
I). Deduce from Corollary 43.19 and part (a) of this exercise that G(Q(§)/Q) is abelian of order p — l.
c. Show that the fixed field of G(Q(§ )/Q) is Q. [Hint Show that

{§,§2.--- .rp‘ll
is a basis for Q(§) over Q, and consider which linear combinations of g, {2, - - - , {P4 are fixed by all
elements of G(Q(§)/Q).

Theorem 43.18 described conjugation isomorphisms for the case where a and [3 were conjugate algebraic ele-
ments over F. Is there a similar isomorphism ofF(at) with F(fl) in the case that a and )3 are both transcendental
over F?

40. Let F be a field, and let x be an indeterminate over F. Determine all automorphisms of F(x) leaving F fixed,
by describing their values on x.

39 o

41 Prove the following sequence of theorems.

a. An automorphism of a field E carries elements that are squares of elements in E onto elements that are
squares of elements of E.

b. An automorphism of the field R of real numbers carries positive numbers onto positive numbers.
c. Ifa is an automorphism of R and a < b, where a, b e R, then 6(a) < 6(b).

d. The only automorphism of R is the identity automorphism.

-SPLITTING FIELDS

In Example 43.4, K = 00/5, J3) included all the zeros of the minimal polynomials for
«5 and J3 over Q. This is a key requirement in order to have the Galois correspondence
between subgroups of the automorphism group of a field extension and intermediate
fields. We saw in Example 43.14 that the correspondence failed due to the fact that
the polynomial x3 — 2 had only one zero in QG/i). Definition 44.1 formalizes this
idea.

44.1 Definition Let F be a field and P = {f1(x),f2(x), . . . ,f,(x)} be a finite set of polynomials in F[x].
An extension field K of F is a splitting field of P over F if every polynomialfi(x) e P
factors into linear factors in K[x] and for any intermediate field E, F 5 E < K, at least
one polynomial fJ-(x) e P does not factor into linear factors in E[x]. A field K is a split-
ting field for F if E is a splitting field for some finite set of polynomials. I
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The field E = Q(3/2, «Va—1 + JED/2) is a splitting field of {x3 — 2} over Q. The zeros
of x3 -— 2 are

2/5, e/i—‘ljfi'. and 35—43”;
and each is an element ofE. Also, any proper subfield ofE would either not contain «3/2
or not contain 32(-1 + JED/2. A

Before using splitting fields, we need to verify that they actually exist! Here we give
a proof based on the existence of an algebraic closure. Exercise 31 gives an alternative
way of proving the existence without relying on an algebraic closure.

Let Fbe a field andP = {f1,f2, . . . ,fi} a finite set ofpolynomials in F[x]. Then there is
a splitting field K of P over F. Furthermore K is a finite extension of F.

Let F be an algebraic closure of F and let 011,012, . . . ,a,. e F be a list of all the zeros
of all the polynomials in P. Let K = F((11, a2, . . . , at"). Since F is algebraically closed,
each polynomialfi factors into linear factors in F[x] and, therefore, in K[x]. Further-
more, for any proper subfield E of K that contains F, E does not contain at least one
a], which says that at least one fk does not factor into linear factors in F[x]. Thus K
is a splitting field of P over F. The fact that K is a finite extension of F follows from
Corollary 40.6, the fact that each a]; is algebraic, and there are only a finite number
of at. 9

We only defined splitting fields using a finite collection of polynomials. It is also
possible to use infinite sets of polynomials, but for our purposes finite sets of polynomi-
als will do. We restrict out attention to splitting fields that are finite algebraic extensions.

In the proof of Theorem 44.3 we attached all the roots of all the polynomials in
order to construct a splitting field. We will use the fact that a splitting field K of P
over F has the property that K = F(a1,. . .,a,,), where at], . . . ,0!" are the zeros of the
polynomials in P in an algebraic closure of F. Explicitly attaching some of the roots
may be unnecessary. We saw in Example 44.2 that the splitting field ofx3 — 2 over Q is
06/13/591 + Jib/2). It is unnecessary to attach 3/591 — Jig/2, the third zero
ofx3 — 2, since it is already an element of @075, f/E(-1 + Jig/2), that is,

0075,3591 + Jib/2) = @075, «72—1 + Jib/2,3591 — JED/2).

The Isomorphism Extension Theorem

Now that we know splitting fields exist, it is natural to ask if they are unique up to
isomorphism. To answer the question we need the Isomorphism Extension Theorem.
We first give a definition that makes the theorem easier to state.

Let a : F —> F’ be a field isomorphism; then aJr : F[x] —> F’ [x], defined by

ax(ao + alx + - - - + tax”) = a(ao) + 0(a1)x+ ---+ a(a,,):t",

is the polynomial extension of a. I

The image a,(f(x)) is simply the polynomial in F’[x] that corresponds to the poly-
nomialf(x) in F[x] obtained by relabeling the coefficients via the isomorphism a. It is
intuitively clear that if a : F —> F’ is an isomorphism, then ax : F[x] —> F’ [x] is also an
isomorphism. You are asked to verify the details of the proof in Exercise 32 .



44.5 Lemma

44.6 Theorem

Section 44 Splitting Fields 351

Let K = F(a), where a is algebraic over F, and let a : F —> F’ be a field isomorphism.
If K’ is an extension field of F’ and fl 6 K’ is a zero of ax(irr(a,F)), then there is a
unique isomorphism ¢ : F(a) —> F’([3) with 6(a) = ¢(a) for all a e F and ¢(a) = fl.

Let p(x) = irr(ot,F) be the minimal polynomial for a over F. Then p’(x) = a,(p(x)) is
an irreducible polynomial over F’ since any factorization ofp’(x) in F’ [1:] would give a
factorization ofp(x) in F[x]. Since p’(x) is irreducible over F’ and fl is a zero of p’(x),
#(x) = imam.

As in the proof of Kronecker’s Theorem 39.3, we have an isomorphism 10., :
F[x]/ (p(x)) —> F(a), which is defined by the formula:

'I’a(f(x) + (1100)) =f(Ot)
for anyf(x) 6 F[x].

We also have an isomorphism lllp 2 F’[x]/ (p’(x)) -> F(fi) defined by

1103(806) + (P’(x))) = 8(3)
for any g(x) e F’[x].

A third isomorphism is 0 : F[x]/ (p(x)) —> F’[x]/ (1/(x)) defined by

9(f(x) + (P(x))) = 0x0"(15)) + (#00)
for any f(x) 6 F[x]. The fact that 0 is a homomorphism is Exercise 28 in Section 30.
Also, using the homomorphism ax" : F’ [x] —> F[x], Exercise 28 in Section 30 shows
that 0‘1 is well defined. Therefore, 0 is a one-to-one homomorphism mapping onto
F’[x]/ (p’(x)), or an isomorphism. The fact that 9 is an isomorphism is intuitively clear
since a is an isomorphism between F and F’ and the polynomial p(x) e F[x] corre-
sponds to the polynomial p’(x) by way of the isomorphism 0,.

We now consider the isomorphism r = l/Ip o 0 0 all; '. Let a e F. We need to ver-
ify that 1(a) = 0(a). In the following calculation, we are thinking of a as a constant
polynomial in F[x], so a,(a) = 0(0) and 1/I5(ax(a) + (p’(x))) = 0(a). We have

1(a) = 1h 0 9 0 1/4101)
= 1MUM + (p(X))))
= 1P;a(tfx(a)+ (p’(X)))
= W070!) + (1/00))
= 0(a).

1(a) = 1/1,; 0 0 0 1/610!)

= Illn(0(x + (p(x)»
= 1/030: + (p’(x)))
= ,3,

Uniqueness follows since an isomorphism p : F(a) —> F’(,3) is completely deter-
mined by the values of p(a) for a e F and p(a). O

(Isomorphism Extension Theorem) Let K = F(a1, (12,. . . , an) be a finite extension
field of F, and let a : F —> F’ be a field isomorphism. IfK’ contains a splitting field of
P = {0,(irr(ak,F))| 1 S k 5 n} over F’, then or can be extended to an isomorphism 'r
mapping K onto a subfield of K’.
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We first show that a can be extended to an isomorphism mapping F((11) onto a subfield
of K’. Since K’ is the splitting field of P over F, there is a fl 6 K’ that is a zero of
ax(irr(a1, F)). By Lemma 44.5, there is an isomorphism 1: with the required properties.

We proceed by induction. Suppose I is an isomorphism from F(ot1,. . Hat) to
some subfield of K’ such that r(a) = 0(a) for all a e F. We need to extend r to
an isomorphism from F(ot1,. . .,ak,ak+1) to K’. There is a fl 6 K’ that is a zero of
g(x) = rx(irr(ak+1, F((11, . . . , ak))) since g(x) is a factor of

Tx(irf(°lk+h D) = ax(iIT(ak+1,F)),
which factors into linear factors in K’. By Lemma 44.5, there is an isomorphism r’
mapping F(on, . . . ,Olk+1) to a subfield of K’ that extends 1'. So by induction, 0' can be
extended to an isomorphism that maps K onto a subfield of K’. 9

We consider the extension Q(\/§, J5) over (20/5). The map

a : 00/5) —> QM)
defined by

a(a+bJ§) =a—b~/§
is an isomorphism. Since 00/5, J3) is a splitting field of x2 — 3 over (20/5), 0 can
be extended to an isomorphism r : Q(~/§, J3) —> (Ms/i, J3) by Theorem 44.6. The
proof of the theorem actually tells us more. We can choose 1' to map to either zero of
12 — 3, so we have two different choices for r. In the notation of Example 43.4, these
are the automorphisms a and y.

We could have used the identity map from Q(~/§) to 06/5) instead ofa for the iso-
morphism. Extending the identity isomorphism to 00/5, J5) gives the automorphisms
labeled l and r in Example 43.4. The Isomorphism Extension Theorem provides us with
a simple way to show the existence of automorphisms that would otherwise be tedious
to verify. A

Properties of Splitting Fields

We now show that given a finite set of polynomials, P g F[x], a splitting field of P over
F is unique up to isomorphism.

Let F be a field, P = {f1,fz,. . .,f,} g F[x] a finite set of polynomials, and both K and
K’ splitting fields of P over F. Then there is an isomorphism a : K —> K’, which is the
identity map on F.

Let K and K’ both be splitting fields of P over F. Let 011,012, . . . ,ot,l be the zeros of the
polynomials of P in K and [31, [32,. . ., fl". the zeros of the polynomials of P in K’. Then

K =F(a1,...,a,.) and K’ =F(,81,. ..,fl,,,).
The extensions K and K’ are finite over F since the a,- and )3; are algebraic. The exten-
sion K’ over F is a splitting field of P, so it is also a splitting field of P’, the set of all
irreducible factors over F of the polynomials in P. By Theorem 44.6, there is an iso-
morphism T mapping K onto a subfield of K’ that fixes the field F. Furthermore, since
1’ preserves the degree of the extension over F, the degree of the extension K’ over F
is greater than or equal to the degree of the extension K over F. Similarly, there is an
isomorphism mapping K’ onto a subfield of K, and the degree of the extension K over
F is greater than or equal to the degree of the extension K’ over F. Thus K and K’ have
the same degree as extensions of F. Since r(K) 5 K’, and each has the same degree as
an extension over F, 1: is an isomorphism mapping K onto K’. O
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Theorem 44.8 says that it does not matter how you construct the splitting field for a
fixed set of polynomials, you will always get the same field up to isomorphism fixing F.
Because of this we will often speak of the splitting field of a set of polynomials instead
of a splitting field.

Let E be an extension field of F. A polynomialf(x) e F[x] splits in E if it factors into
linear factors in E[x]. I

The polynomial x4 — 5x2 + 6 6 cm splits in the field 00/5, J5) since
x4 — 5x2 +6 = (x2 -2)(x2 — 3) = (x+~/§)(x— s/i)(x+~/§)(x— s/S).

A

Let E be a finite extension of the field F. Then E is the splitting field of some finite set
of polynomials in F[x] if and only if for every field extension K over E and for every
isomorphism a that fixes all the elements of F and maps E onto a subfield of K, a is an
automorphism of E.

We first assume that E is the splitting field for some set of polynomials

P = {f1(X).f2(x), - - - ,fs(X)}-
Let all, . . . ,a" be the zeros in E of the polynomials in P. Then E = F(a1,a2, . . .01").
Let K be a field extension of E. Since all the polynomialsfi(x) split in E[x], all the zeros
offi(x) in K are actually in E. Let a be an isomorphism from E to a subfield of K that
fixes elements ofF. Since 0 maps each ilk to a zero off,-(x), for some i, 0(ak) e E. Thus
0 maps E into E. Since a is an isomorphism, isomorphisms preserve the degree of the
extension, and the degree of E over F is finite, a is an isomorphism mapping E onto E.
Thus a is an automorphism of E.

We next assume that for any field extension K over E and any isomorphism a that
fixes all the elements of F and maps E to a subfield of K, a is an automorphism of E.
Since E is a finite extension of F, E = F(a1, a2, . . . , at") for some elements on, e E that
are algebraic over F. Let fk(x) = irr(ak,F) be the minimal polynomial for a]. over F
and P = mom 1 5 k 5 n}. We show that E is the splitting field of P over F. Suppose
by way of contradiction that some fk(x) does not split in E. By reordering the (1;. we
can assume that k = 1. Let E be the algebraic closure of E. So f1(x) factors into lin-
ear factors in E, which says that there is an element ,8 e E, ,3 ¢ E, and fl is a zero of
f1(x) = irr(a1,F). Thus, an and )3 are conjugates over F. By Theorem 43.18, there is an
isomorphism

Ilfsz.,;i1F(0!1)—> F09)
that fixes all the elements of F and maps a; to ,8. Since E contains the splitting field
of {(zltahp)x(irr(ak,F(a1)))| 1 S k 5 n}, by the Isomorphism Exte_nsion Theorem 44.6,
W141 extends to an isomorphism a mapping E onto a subfield of E. But

“(011): ‘l’a...a(a1) = fl ¢ E-
This gives a contradiction, which implies that eachfi(x) splits in E[x]. Since each a]. is a
zero offi(x) and E = Rm, 012, . . . , an), E is the smallest subfield of E where eachfk(x)
splits. Thus E is a splitting field of P over F. O

The following corollary highlights one of the very strong properties of splitting
fields.

IfK is a finite splitting field over F and K contains one zero of an irreducible polynomial
f(x) 6 F[x], thenf(x) splits in K[x].
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Suppose by way of contradiction that f(x) is irreducible over F, f(x) has a zero a in
K = F(a1,u2, . . . ,an), andf(x) does not split in K. Let K be the algebraic closure ofK.
By our assumption, there is a fl 6 K that is a zero off(x) and fl ¢ K. Theorem 43.18,
the Conjugation Isomorphism Theorem, says there is an isomorphism

‘lfafi 317(1)!) -> 17(13)-
Since K is algebraically closed, it contains the splitting field of

{(Ilfa.p)x(irr(0tk,F(0t))) | 1 S k S '1}
over F(,3). The Isomorphism Extension Theorem allows us to extend all“, to an iso-
morphism a mapping K onto a subfield of K with «(01) = fl ¢ K, which contradicts
Theorem 44.11. Thusf(x) splits in K[x]. 9

Corollary 44.12 tells us that if K is a splitting field of P over F and the irreducible
polynomialf(x) e F[x] has a zero in K, then K contains the splitting field off(x) over F.
It is surprising at first glance that a multiple off(x) need not be in the set P.

As we have seen, (Eh/Z J3) is the splitting field of {x2 — 2,xz — 3} over Q. We have
a = J5 + J5 e (IQ/Z J3) and, as can easily be checked, all is azero of

(x2—5)2—24=x4—10x2+1.
With some effort, it can also be checked that x4 — 10):2 + l is irreducible over 0. Thus
irr(a,Q) = x4 — 10x2 + 1. By Corollary 44.12, x4 — 10;:2 + l splits in coo/i, J3) and
Q(~/§, J5) contains a splitting field K ofx4 — 10): + 1 over Q. Since

QM + J5) s K s «win/5)
and the two end fields have the same degree, 4, over Q,

00/5 + J3) = K = 00/5, J3).
We have two interesting results. First, the splitting field of x4 — 10x2 + 1 over Q is
06/5, x/3-a), and second, although (QB/E, J5) does not appear to be a simple extension
of Q, it is. In the next section we will find that under mild conditions, every finite
extension is a simple extension.

A challenging high school exercise is to use the quadratic formula to find all the
zeros of x4 — 10x2 + 1 and rewrite them to see that they are all in both 00/5, «5) and
ONE + J3). A

Theorem 44.11 gives a condition on a finite field extension F 5 E that is equivalent
to E being a splitting field. The condition involves looking at all possible extensions
of E. Corollary 44.14 simplifies the condition significantly. Instead of looking at all
extensions of E, Corollary 44.14 only requires looking at any one splitting field over F
that contains E.

let F S E 5 K be fields with K a finite splitting field over F. Then E is a splitting field
over F if and only if every isomorphism a that fixes F and maps E to a subfield of K is
an automorphism of E.

Theorem 44.11 says that if E is a splitting field over F, then every isomorphism a
mapping E to a subfield of K that fixes F is an automorphism ofE. This proves the only
if direction.

We next assume that every isomorphism a mapping E to a subfield ofK that fixes
F is an automorphism of E. Let E = F(a1,ot2, . . . ,an). Letfk(x) = irr(ak,F) and P =
{fi(x) | l 5 k S n}. We first show that in the algebraic closure, K, of K, every conjugate
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over F of every a], is actually in E. By Theorems 43.18 and 44.6, for any conjugate
fl 6 E of an, over F, there is an isomorphism a that fixes F, maps E onto a subfield of
the algebraic closure E, and maps on, to fl. Now a(ot.-) is a conjugate of 01,- over F for
each 1 S j S n. That is, both try and C(01)) are zeros offi(x). By Corollary 44.12, fi(x)
splits in K, so 601,) e K for eachj. Thus

60:”) = 0(F(at,a2,. .-.an)) s K.
By our assumption, 0 is an automorphism of E, so in particular, fl 6 E. We have shown
that E contains all the conjugates of (11,012, . . . ,a" e E over F. Since eachfl,(x) splits
in the algebraically closed field 1?, eachfk(x) also splits in E = F(a1, a2, . . . ,an). Since
the splitting field of P over F contains E, E is the splitting field of P over F. Q

We let E = Q(«’/2) and let K be the splitting field of the irreducible polynomial x1 — 2
over Q. The field K contains «3/2, one zero of irr(«72, Q) = x3 — 2, but it does not contain
the other two zeros, «V2(—1 :l: JED/2. We can see that E is not the splitting field of
any set of polynomials over Q from Corollary 44.12. Alternatively, we can use the
conjugation isomorphism theorem to show there is an isomorphism mapping QU/i) to
Q(«7§(—1 + JED/2) 5 K. By Corollary 44.14, again we see that E is not a splitting
field over Q. A

I EXERCISES 44

Computations
In Exercises 1 through 6, find the degree over Q of the splitting field over Q of the given polynomial in Q[x].

1.x2+3
4.19—3

2.x4—1 3. (x2—2)(x2—3)
5.x3—1 6.(x2—2)(Jt3—2)

Refer to Example 44.2 for Exercises 7 through 9.

7. What is the order of G(Q(3/§)/Q)?
8. What is the order of G(Q(3/§, ifi)/Q)?
9. What is the order of G(Q(€/§, ifi)/Q(€/§))?

10. Leta be a zero of x3 + x2 + 1 over 22. Show that};3 + .12 + l splits in Z2(a). [Hint There are eight elements
in 212(01). Exhibit two more zeros of 13 + x2 + l, in addition to 0:, among these eight elements. Alternatively,
use the results of Section 42.]

Let E = Q(J2, J5, J5). It can be shown that [E : Q] = 8. In Exercises 11 through 13, for the given isomorphic
mappings ofa subfield ofE, give all extensions of the mapping to an isomo hic mapping ofE onto a subfield of C.
Describe the extensions by giving values on the generating set {J1 «5, 5} for E over Q.
11. l : (Ms/i. JG) -> 00/2, m), wheret is the identity map.

12. a : 00/1 m) —> QM. ~/1—5). where two/i) = J5 and ire/E) = -~/fi.
13- Wm,_¢3—o I Q(\/3_0) -> Q(\/3_0)
In Exercises 14 through 16, let

_1 . _1_ .
«1:32, a2=«3/2+@, and a3=«3/2TJ§I,

where «72k the real number whose cube is 2. The zeros ofx3 — 2 are a1, a2, and a3.

14. Describe all extensions of the identity map on Q to an isomorphism mapping Q(3/2) onto a subfield of C.
15. Describe all extensions of the identity map on Q to an isomorphism mapping Q(~/§i, «3/2) onto a

subfield of C.
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16. Describe all extensions of the automorphism \llfii M5,. on (IQ/50 to an isomorphism mapping Q(J§i, «3/2)
onto a subfield of C. '

l7. Leta be an automorphism of Q(7r) that maps 7: onto —rr.

a. Describe the fixed field of a.
b. Describe all extensions of a to an isomorphism mapping the field (mm onto a subfield of the splitting

field of x2 + n over 0(a).

Concepts
In Exercise 18, correct the definition of the italicized term without reference to the text, if correction is needed, so
that it is in a form acceptable for publication.
18. A polynomial f(x) in F[x] splits in an extensionfield E of F if and only if it factors in E[x] into a product of

polynomials of lower degree.
19. Letf(x) be a polynomial in F[x] of degree n. Let E be a splitting field off(x) over F. What bounds can be put

on [E : F]?

20. Determine whether each of the following is true or false.
a. Leta, )3 e E, where E is a splitting field over F. Then there exists an automorphism of E leaw'ng F fixed

and mapping or onto fl if and only if irr(ot, F) = irr(fl, F).
I). Iff(x) 5/: g(x) are polynomials in Q[x], F is the splitting field off(x) over Q, and K is the splitting field of

g(x) over Q, then F aé K.
c. ]R is a splitting field over R.
d. C is a splitting field over R.
e. Q(i) is a splitting field over Q.
f. Q(7r) is a splitting field over @012).
g. For every splitting field E over F, every isomorphic mapping of E is an automorphism of E.
h. For every splitting field E over F, where E 5 K, every isomorphism mapping E onto a subfield of K is an

automorphism of E.
i. For every splitting field E over F, where E 5 K, every isomorphism mapping E onto a subfield of K and

leaving F fixed is an automorphism of E.
j. If E is a splitting field over F and a e E, then deg(ot,F) divides [E : F].

21. Show by an example that Corollary 44.12 is no longer true if the word irreducible is deleted.
22. Is |G(E/F)| multiplicative for finite towers of finite extensions, that is, is

KKK/DI = |G(K/E)||G(E/F)I for F s E s K?
Why or why not? [Hint: Use Exercises 7 through 9.]

Theory

23. Show that if a finite extension E of a field F is a splitting field over F, then E is a splitting field of one
polynomial in F[x].

24. Show that if [E : F] = 2, then E is a splitting field over F.
25. Show that for F S E S 17', E is a splitting field over F if and only if E contains all conjugates over F in F for

each of its elements.
26. Show that the splitting field K of {x2 — 2,x1 — 5} over Q is (pg/E + J5).
27. Show that

600075, i~/3)/Q(i~/3)) z (23, +).
28. a. Show that an automorphism leaving F fixed of a splitting field E over F of a polynomialf(x) e F[x] per-

mutes the zeros offlat) in E.
b. Show that an automorphism leaving F fixed of a splitting field E over F of a polynomial f(x) 6 F[x] is

completely determined by the permutation of the zeros off(x) in E given in part (a).
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c. Show that if E is a splitting field over F of a polynomial f(x) 6 F[x], then G(E/F) can be viewed in a
natural way as a certain group of permutations.

29. Let K be the splitting field of 13 — 2 over Q. Use Exercise 28 to show that G(K/Q) is isomorphic with $3, the
symmetric group on three letters. [I-lint: Use Theorem 43.18 and complex conjugan'on to find enough elements
that the Theorem of Lagrange and Exercise 28 imply the result]

30. Show that for a prime p, the splitting field over Q ofx” — l is of degree p — 1 over Q. [Hint: Refer to Corol-
lary 28.18.]

31. Let P be a finite set ofpolynomials vn'th coefficients in the field F. Prove that a splitfing field ofP over F exists
without using the algebraic closure of F.

32. Let a : F —> F’ be a field isomorphism. Show that a, : F[x] —> F’[x], as defined in Definin'on 44.4, is a ring
isomorphism.

45.1 Theorem

Proof

SEPARABLE EXTENSIONS
Counting Zeros of Irreducible Polynomials
There is a technical issue in Galois theory that we have not yet discussed. Is it possible
for an irreducible polynomial f(x) over a field F to have fewer than deg(f(x)) zeros in
a splitting field over F? We will see, for essentially all the fields we will consider, that
the answer is no. We start with a calculus-based proof of this fact for subfields of the
complex numbers.

Letf(x) be an irreducible polynomial of degree n with coeflicients in the field F 5 C.
Then the splitting field forf(x) over F contains n distinct zeros off(x).

We can assume that the coefficient of x" is 1. We can also assume that n 2 2 since
otherwise the theorem is trivially true. Then

f(x) =1! +a.._1x"‘1+---+a1x+ao.
Since C is algebraically closed, we can writef(x) = (x — a1)(x — a2) . . . (x — at") where
011,012, . . . , an are the zeros off(x) in C. Since f(x) is monic and irreducible, f(x) is the
minimal polynomial over F for am. We show that no two of the ark are equal. We use
proof by contradiction and assume that two of the 01,, are equal. Then in C[x], f(x) =
(x — ak)2q(x) for some polynomial q(x). Since we are considering polynomials over C,
we can use the derivative of a polynomial, which we denote in the standard way asf’(x).
The product rule gives

f(x) = 2(x - ak)q(x) + (x - (10240:) = (x - ak)(2q(x) + (x — ak)q’(16)).
Therefore ak is a zero off’(x). By the usual formula for the derivative of a polyno-

mial
f(x) = 111"" + (n — l)a,,_1x"_2 + - -- + a1

andf’(x) e F[x]. Sincef(x) has degree n — l 2 l and up, is a zero off’(x),f(x) is not
the minimal polynomial for ak over F. This gives a contradiction and proves that the on,
are distinct.

We can construct a splitting field off(x) over F as a subfield of C. So a splitting
field forf(x) over F contains n distinct zeros forf(x). Since splitting fields are unique
up to isomorphism, in any splitting field forf(x) over F,f(x) has n distinct zeros. 9

Although the above proof applies to a special (but very important) case, essentially
the same proof can be used for any field of characteristic zero. We can simply define the
derivative of any polynomialf(x) = a0 + alx + a2):2 + - - - + aux" e F[x] to be

DO‘Xx) =f(x) = a1 + (2 - a2)x+ (3 «13):? + - - - + (n - am“.
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where an integer times an element in a field has the usual meaning. In calculus this
formula is derived using the limit definition of derivatives. For our purposes, we simply
use this formula as the definition of the derivative, D(f)(x) = f’(x). Exercise 15 in Sec-
tion 42 uses this definition to prove the product rule and other essential rules that are
required for the proof of Theorem 45.1. Exercise 13 in this Section asks for the details
of the proof of Theorem 45.2.

Let f(x) be an irreducible polynomial of degree n with coefficients in a field F of
characteristic zero. Then f(x) contains n distinct zeros in the splitting field for f(x)
over F.

See Exercise 13. 9

Letf(x) 6 F[x], and let a be a zero off(x) in a splitting field E over F. If v is the largest
positive integer such that (x -— a)” is a factor off(x) in E[x], then a is a zero off(x)
with multiplicity v. I

Definition 45.3 does not specify which splitting field over F is to be used. It can
be any splitting field that contains a. In Exercise 19, you are asked to show that the
definition is independent of which splitting field is used. An equivalent statement of
Theorem 45.2 is that iff(x) is an irreducible polynomial with coefficients in a field F of
characteristic 0, then every zero off(x) in any splitting field over F has multiplicity one.

Characteristic p

We have seen that for irreducible polynomials over a field F of characteristic zero, zeros
of multiplicity two or greater cannot occur. We now turn our attention to the case where
the characteristic is not zero.

Let F be a finite field of characteristic p. Any irreducible polynomial f(x) 6 F[x] has
k = deg(f(x)) distinct zeros in its splitting field.

Let E 5 F be the splitting field off(x) over F and a a zerof(x) in E. Then |E| = p",
for some n. We can assume that the leading coefficient off(x) is 1. Therefore f(x) is
the minimal polynomial for a over F. By Theorem 42.3, a is a zero of the polynomial
in!" — x, which implies that f(x) divides x?" — x. The p’l zeros of xP" — x are distinct in
the algebraic closure E by Lemma 42.8, so the linear factors of

f(x = (x-a1)(x-a2)---(x—ak)

must also be distinct in E, and therefore, f(x) has k distinct zeros in its splitting field.
0

Theorems 45.2 and 45.4 say that any irreducible polynomial f(x) 6 F[x], where
the field F is either finite or it has characteristic zero, has deg(f(x)) distinct zeros of
multiplicity one in its splitting field over F. The next example shows that this is not the
case for all infinite fields of characteristic p.

Let p be a prime and E = Zp(y), where y is an indeterminate. We let F = 2pc?) 5 E.
For convenience, we let t = y”, so F = Zp(t). The extension E over F is algebraic since
y is a zero of the polynomial xP — I. By Corollary 39.14, irr(y, F) divides x” — t. We can
factorx" -— tin E as

x”-¢=x"~y”=(x—y)”,
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since we are in characteristic p. Furthermore, y 9% F, so the degree of irr(y, F) is at least
two. Therefore the number of distinct zeros of irr(y, F) is one, but its degree is greater
than one, showing that the finite assumption in Theorem 45.4 is necessary. A

Counting Automorphisms

Our goal is to associate intermediate fields in a field extension F 5 K with subgroups
of the group of automorphisms of K that fix F. In order to apply this correspondence,
it is very helpful to know the number of automorphisms under consideration. Knowing
that all irreducible polynomials in F have zeros of multiplicity one in a splitting field K
gives us the information we need to count the automorphisms in G(K/F).

An irreducible polynomial f(x) 6 F[x] of degree n is separable if in the splitting field
K off(x) over F, f(x) has n distinct zeros. An element a in an extension field of F is
separable if irr(ot, F) is a separable polynomial. A field extension F 5 E is separable if
every 0! e E is separable over F. If every finite extension of a field F is separable, then
F is perfect. I

It is clear that an irreducible polynomialf(x) e F[x] is separable ifand only ifevery
zero off(x) in its splitting field over F has multiplicity one.

Every field of characteristic 0 is perfect and every finite field is perfect.

Let F 5 E be a finite field extension, where either F has characteristic 0 or F is finite.
Let g(x) be the minimal polynomial for a e E over F. By Theorems 45.2 and 45.4, g(x)
has deg(g(x)) distinct zeros in the splitting field of g(x) over F. 9

Let K be a separable extension of the field F and E an intermediate field. Then both the
extensions K over E and E over F are separable.

Leta e K. Then irr(u,F) has deg(a,F) zeros, each with multiplicity one, in the split-
ting field of irr(¢x,F) over F, as K is separable over F. Since i1r(a,E) divides irr(a, F),
irr(a, E) has deg(¢x, E) zeros, each with multiplicity one. Thus a is separable over E and
K is a separable extension of E.

We now let )3 e E. Therefore, {I e K, which implies that irr(fl,F) has deg(fl, F)
zeros in the splitting field of i1r(fl, F) over F. Thus E is a separable extension of F. O

The following theorem is very useful for our purposes. It counts the number of
isomorphisms mapping an intermediate field E, of a separable splitting field F 5 K,
onto a subfield of K. In particular, using E = K, the theorem tells us the number of
automorphisms in G(K/F).

Let K be a splitting field over F and F S E S K. If K is a separable extension over
F, then the number of isomorphisms that nrap E onto a subfield of K that fix all the
elements of F is [E : F].

Let E = F(a1,a2,. . .,a,.). We use induction on n to show that for each 1 5 k 5 n the
number of isomorphisms that fix elements of F and map F(a1, 0:2,. . . , on.) onto a sub-
field ofK is [F(ot1,a2, . . . ,ak) : F]. To save writing, we let E], = F(a1,a2, . . . ,ak). For
n = 1, E1 = F(ot1) and [E1 : F] = deg(ot1,F). Furthermore, Corollary 43.19 says there
is exactly one isomorphism that fixes elements of F and maps E1 onto a subfield of K
for each zero of idea, F) in K. Since K is a splitting field and a1 is a zero of irr(ot1, F),
Corollary 44.12 says that irr(a1, F) splits into linear factors. But the extension E over F
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is separable, so irr(a1, F) has exactly deg(otl, F) zeros in K. Thus the number of isomor-
phisms mapping E1 onto a subfield of K is

deg(a,F) = [E1 2F].
We proceed with the induction step. We assume there are [Ek : F] isomorphisms

that fix F and map E], onto a subfield of K. Let or be one of these isomorphisms. We
let g(x) = irr(ak+1,Ek). Since a,(g(x)) is a factor of ax(iir(ak+1,F)) = irr(ak+1,F), it
follows that a,,(g(x)) factors into deg(g(x)) linear factors in K[x]. By Theorem 45.8, K
is separable over Ek. Thus a,(g(x)) has exactly deg(g(x)) distinct zeros in K. The map a'
can be extended to exactly

deg(il'l’(ak+1,Ek)) = [EH1 I Ek]

isomorphisms from Ek+1 = Ek(otk+l) onto a subfield of K by Lemma 44.5. By the in-
duction hypothesis there are exactly [12;‘ 2 F] isomorphisms a' that fix elements of F and
map Ek onto a subfield of K, giving us a total of

[Ek+1 2Ek] - [Eh I F] = [Ek+1 11"]
isomorphisms that fix elements of F and map Ek+1 onto a subfield ofK. This completes
the induction step, and we conclude that there are exactly [E,l : F] = [E : F] isomor-
phisms mapping E onto a subfield of K that fix elements of F. O

In the case where E is a separable splitting field over F, Theorems 44.11 and 45.9
imply that G(E/F) = [E : F]. However, if E is not a splitting field of F, then some of
the isomorphisms fixing F and mapping E onto a subfield of K will map onto a subfield
of K other than E.

Let E be a separable splitting field over F. Then |G(E/F)| = [E : F].

The Corollary follows immediately from Theorem 45.9. 0

Let E be a splitting field over F where F is either a field of characteristic 0 or a finite
field. 'Ihen |G(E/F)| = [E : F].

Since F is perfect by Theorem 45.7, the result follows from Corollary 45.10. 0

In Example 43.4, we explicitly determined four automorphisms of (26/5, J3) that fix
elements of Q. Corollary 45.11 shows that there are exactly

[ob/i, J5) : Q] = loo/i. J5) : «to/3)] - too/5) : Q] = 2 - 2 = 4
automorphisms without explicitly writing out the formulas.

On the other hand, in Example 43.14, even though

KIN/5) : Q] = 3,
there is only one automorphism of QG/E). This is due to the fact that that 0(3/5) is not
a splitting field over Q and Theorem 45.9 does not apply. A

The Primitive Element Theorem

The primitive element theorem is a classic of field theory. It says that any finite separable
extension of a field is a simple extension. We will find it useful in Section 46 where we
prove the Galois correspondence.

Primitive Element Theorem Let E be a finite separable extension of a field F. Then
there is an at e E such that E = F(a). Any such element a is called a primitive element.
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We first consider the case where F is a finite field. In this case E“, the units in E, is
a cyclic group under multiplication by Theorem 28.7. Clearly E = F(a) where a is a
generator of the cyclic group E“.

We next assume that F is infinite and show that ifE = F(l? , y), then E has a prim-
itive element. If y e F , then fl is a primitive element. We therefore assume that y
is not in F. We seek a primitive element of the form a = B + ay where a e F. Let
f(x) = irr(fi,F) and g(x) = irr(y,F). In the splitting field of {f(x),g(x)} over E, let
fl = fl1,fl2,. . .,fl,, be the zeros off(x) and y = y1,y2,. . . ,y,,, the zeros ofg(x). Since
y is not in F, m 2 2. The only conditions we need on the element a are that a e F and
thatforeach l sisnandZsm,

a ié fii — 5.
Y — 71'

There is certainly such an element a e F due to the fact that F is infinite and we only
eliminate a finite number of possible values for a. Since fil = fl and m 2 2, a gé 0.
We let

at = )3 + ay.

Ifa=fii+ayjforsomeiandj9é1,then

fii+ayj=fl+ay and
= fii — fl

7 — yj'
which is a contradiction. Thus for any i andj ;E 1, 0: 9E 13,- + ayj or equivalently,

a — ayj 5E 13,-.

We now let
h(X) =f(0t - wt) 6 F(°t)[X]-

Since h(x) is in F(a)[x] and f(x) = irr(fi,F) e F[x] 5 F(a)[x], the greatest common
divisor of h(x) andf(x) is a polynomial in F(a)[x]. Forj 9E 1,

h(y) =f(¢! - a7) =f(I3) = 0 and
Mn) =f(a — an) aé 0.

since the only zeros off(x) are the [3.- and a — ayj yé ,8; for any i. Therefore the only
common factor of h(x) and f(x) is x — )3, so the greatest common divisor of h(x) and
f(x) isx — fl. Thusx — fl 6 F(a)[x] and fl 6 F(a). Since a, fl 6 F(a),

y = a _ ’3 e F(a).
We conclude that F(fi, y) 5 F(a). Clearly F(a) 5 F03, y), so

F(a) = F0300-
By a straightforward induction argument, any finite separable extension ofF has a prim-
itive element. .

To illustrate the construction of a primitive element for a given extension we pro-
vide the following example.

In Example 44.13, we saw that s/i + J5 is a plimative element for the extension
00/5, J5). Let us follow the proof of Theorem 45.13 to find other plimitive elements
a 6 00/5, J5). Lctf(x) = inc/Z Q) = x2 — 2 and g(x) = inc/3, Q) = x2 — 3. So

flzfllzfi’ 52=—~/§, Y=Yl=~/§, and y2=—J§_



362 PartIX

45.15 Corollary

Proof

45.16 Definition

45.17 Theorem

45.18 Corollary

Proof

Galois Theory

Thus a can be any rational number other than

M4, and fl__£
JE-(-«/§)_ JE—(—J§)_ fi‘

Since —£§ is not a rational number, we can take a = l, 2,1/2, —17/42, or any rational
number other than 0. Using a = 2, we have that

a=fi+ay=~/2+2~/§.

Thus

Q(~/2, «5) = ONE + 2J5)
and in general,

00/5, J3) = 00/5 + m/i)
for any rational number a other than 0. A

If F is either a finite field or a field of characteristic 0, then every finite extension of F
is a simple extension.

This is an immediate consequence of Theorems 45.7 and 45.13. 9

Normal Extensions

We have now investigated the essential conditions on a field extension F 5 E that are
required in order to apply Galois theory. The requirements are that E is a separable
splitting field over F.

A finite extension E of F is a normal extension of F if E is a separable splitting field
over F. If E is a normal extension of F, then G(E/F) is the Galois group of E over F.
The Galois group is sometimes denoted by Gal(E/F). I

Although one can define an infinite normal extension, for our purposes we will
restrict our attention to finite extensions. In what follows, when we refer to a normal
extension, it will be assumed that the extension is finite.

Let K be a normal extension of F and let E be an intermediate field of the extension,
F 5 E 5 K. Then K is anonnal extension ofE and |G(K/E)| = [K : E].

Since K is a splitting field over F, there are polynomials f1(x),f2(x), . . .,f,(x) e F[x]
with zeros 011,012,. . .,ak such that K = F(a1,az,. . . ,ak) and eachfi factors into lin-
ear factors in K. Then K = E(a1,a2, . . . ,ak), also. Thus K is the splitting field of
{f1(x),f2(x),. . . ,f,(x)} over E. Furthermore, Theorem 45.8 states that K is a separable
extension of E, which implies that K is a normal extension of E.

Since K is a separable splitting field over E, Corollary 45.10 says that |G(K/E)| =
[K : E]. Q

If F 5 E 5 K where K is a normal extension of F, then G(K/E) is a subgroup of
G(K/F) with index (G(K/F) : G(K/E)) = [E : F].

Theorem 45.17 says that K is a normal extension of E. Each isomorphism a e G(K/E)
fixes all the elements of E and, therefore, a fixes all the elements of F. Thus a e
G(K/F) and G(K/E) E G(K/F)-
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We have

(G(K/n : G(K/E» = M

45.19 Example In Example 44.2 we saw that the splitting field of x3 — 2 over Q is

K = Q («EVE—1+3) = 0%, J50.
The degree of the extension of K over Q07?) is

[K : 0075)] = «mt-cm» = 2.
Also, the degree of the extension Q07?) over Q is

[0075). Q] = dam Q) = 3.
and

[K:Q]=[K:Q(~7§)]-[Q~75:Q]=6.
Since Q is a perfect field, K is a separable and, therefore, a normal extension of Q. Thus
Corollary 45.18 applies and we have

|G(K/Q)| = 6. |G(K/Q(~J/§)I = 2, and (G(K/Q) I G(K/QGJ/i») = 3-
Up to isomorphism, there are two groups of order 6, Zg and S3. We will see in Section
46 that G(K/Q) is isomorphic with S3. A

I EXERCISES 45

Computations

In Exercises 1 through 4, find an a such that the given field is Q(a). Show that your a is indeed in the given field.
Verify by direct computation that the given generators for the extension of Q can indeed be expressed as formal
polynomials in your a with coefficients in Q.

1. QM. 3/5) 2. «la/135)
3. QNZJS) 4. 0033/5)

Concepts

In Exercises 5 and 6, correct the definition of the italicized term without reference to the text, if correction is
nwded, so that it is in a form acceptable for publication.

5. Let E be a splitting field over F. The multiplicity ofa zem a e E of a polynomialf(x) 6 F[x] is v e Z+ if and
only if (x — at)" is a factor off(x) in F[x].

6. Let E be an extension of a field F. An element a in E is separable over F if and only if a is a zero of
multiplicity l of irr(a, F).

7. Give an example of anf(x) e Q[x] that has no zeros in Q but whose zeros in C are all ofmultiplicity 2. Explain
how this is consistent with Theorem 45.7, which shows that Q is perfect.

8. Determine whether each of the following is true or false.
a. Every finite extension of every field F is separable over F.
b. Every finite extension of every finite field F is separable over F.
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c. Every field of characteristic 0 is perfect.
(1. Every polynomial of degree In over every field F always has n distinct zeros in F.
e. Every polynomial of degree n over every perfect field F always has n distinct zeros in F.
f. Every irreducible polynomial of degree n over every perfect field F always has n distinct zeros

in F.
g, Every algebraically closed field is perfect.
h. Every field F has an algebraic extension E that is perfect.
i. If E is a finite separable splitting field extension of F, then |G(E/F)| = [E : F].
j. If a field F is neither finite nor of characteristic 0, then F is not a perfect field.

Theory

9. Show that {1, y. - ~ - ,yp‘l} is a basis for 2,0) over Zp(yP), where y is an indeterminate. Referring to Exam-
ple 45.5, conclude by a degree argument that at" — t is irreducible over Zp(t), where t = y".

10. Prove that if E is an algebraic extension of a perfect field F, then E is perfect.
11. Let E be a finite field of order p".

a. Show that the Frobenius automorphism up, defined in Exercise 35 of Section 43, has order n.
b. Deduce from part (a) that G(E/Zp) is cyclic of order n with generator ap. [Hint.' Remember that

|G(E/F)l = [E : F]
for a normal field extension E over F.]

12. Letf(x) e F[x], and let a e Fbe a zero off(x) of multiplicity v. Show that v > 1 if and only ifot is also a zero
off'(x), the derivative of F(x). [Hint.' Apply Exercise 15 is Section 42 to the factorizationf(x) = (x — a)"g(x)
off(x) in the ring F[x].]

13. Show from Exercise 12 that every irreducible polynomial over a field F of characteristic 0 is separable.
14. Show from Exercise 12 that an irreducible polynomial q(x) over a field F of characteristic p aé 0 is not sepa-

rable if and only if each exponent of each term of q(x) is divisible by p.
15. Generalize Exercise 12, showing thatf(x) e F[x] has no zero of multiplicity >1 if and only iff(x) andf’(x)

have no common factor in F[x] of degree >0.

16. Working a bit harder than in Exercise 15, show thatf(x) 5 F[x] has no zero of multiplicity >1 if and only if
f(x) andf’(x) have no common nonconstant factor in F[x]. [Hint: Use Theorem 35.9 to show that if 1 is a gcd
off(x) andf’(x) in F[x], it is a gcd of these polynomials in E[x] for E any splitting field of F, also.]

17. Describe a feasible computational procedure for determining whetherf(x) e F[x] has a zero of multiplicity > 1,
without actually finding the zeros off(x). [Hint: Use Exercise 16.]

18. Let F S E 5 K be field extensions with K a normal extension of F. By Corollary 45.18, G(K/E) is a subgroup
of G(K/F). For two automorphisms a, r e G(K/F), show that they are in the same left cosets of G(K/E) S
G(K/F) if and only if 6(a) = r(a) for all a e E.

19. Prove that Definition 45.3 does not depend on which splitting field over F is used.

-GALOIS THEORY
The Galois Theorems

In this section we present the main theorems of Galois theory. These theorems provide
precise statements regarding the correspondence between intermediate fields of a nor-
mal field extension and subgroups of the Galois group. But first we state key definitions
related to the correspondence.

46.1 Definition Let K be a normal extension of F, E an intermediate field of the extension, and H a
subgroup of G(K/F). The set of all a e K such that each element of H fixes a is an
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intermediate field of the extension K over F, and it is called the fixed field for H. We
write KH to denote the fixed field for H.

We let ME) be the set of all a e G(K/F) that fix all the elements of E, that is,
ME): G(K/E). We call ME) the group of E.

If K is the splitting field off(x) 6 F[x], then we say that G(K/F) IS the group 0:
the polynomialf(x)

Let K be the splitting field off(x) = x3 — 2 over Q. As we saw in Example 45.19, K is
a normal extension of Q and

K = @075, «50.
The group off(x) is G(K/Q). Also,

M0075» = {a e G(K/Q) I M) = ~75} = Gar/@075».
Both the idenfity, l, and complex conjugation, a(a + bi) = a - bi, fix «3/5. Therefore,

(a) = {1.0} s M0075»
and

K. = 065).
At this point, we can only say (a) is a subgroup of M0075» since it is conceivable that
there could be other automorphisms of G(K/Q) that fix (QR/i). As we will soon see,
this cannot be the case, and the two subgroups are equal. A

We now present a series of related theorems that together make up the essence of
Galois Theory.

Let K be a normal extension of a field F and E an intermediate field. The fixed field for
the set of all automorphisms of K that fix E is exactly E. That is,

E = KME)-

Clearly E g KME)- We show that KME) g E. Let a be an element of K that is not
in E. The minimal polynomial for a over E has degree at least two and therefore a
has a conjugate )8 e K, with {3 ;é a, by Corollary 44.12 and the fact that K is a separa-
ble extension of F. Theorem 43.18, the Conjugation Isomorphism Theorem, says there
is an isomorphism

114m IE(¢¥) -> E(fl)
that maps a to )3 and fixes all the elements of E. The map III“; can be extended to
an automorphism a : K —> K by the Isomorphism Extension Theorem, Theorem 44.6.
Thus a 6 ME), and a does not fix a. We have shown that if 0: ¢ E, then ME) does not
fix a; or equivalently, KME) S E, which completes the proof. 9

Let K be a normal extension of a field F and E an intermediate field. The degree of the
extension K over E is the order of the group ME):

[K I E] = |}~(E)| = |G(K/E)I-
Furthermore, the number of left cosets of ME) in G(K/F) is the degree of the extension
of E over F. That is,

(G(K/F) Z 1(5)) = [E 1 FT-

Since ME) = G(K/E), this theorem is simply a restatement of Corollary 45.18. 0
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Continuing Example 46.2, K = (DC/2, J31) is the splitting field of x3 — 2 over Q. We
saw that if 0' is complex conjugation, then (a) 5 A(Q(~3/2)). The degree of the extension
K over 0072) is two since a = fii ¢ K, but a is a zero of the degree 2 polynomial
x2 + 3 e Q(«3/2)[x]. By Theorem 46.4,

2 = [K : 065)] = mow)».
Since (a) 5 A(Q(«3/2)) and both finite groups have the same number of elements,

(a) = M065». A
Let K be a normal extension of a field F and H a subgroup of the Galois group G(K/F).
The subgroup of G(K/F) that fixes all the elements fixed by K” is exactly H. That is,

MK") = H.

It is clear that H is a subgroup of MKH). We will verify that the two groups are equal
by checking that they have the same number of elements. Let k = IHI.

By Theorem 45.13, the field extension K over F has a primitive element, a, so
K = F(a). Let E = K”, the subfield of K that is fixed by every element in H. Then
K = E(a) and [K : E] = deg(a,E). We letn = [K : E]. We next let

f(x) = “(x — a(ot)) e K[x].
«EH

The degree off is k = |H|. Let 1' e H, so 1' is an isomorphism from K onto K. Since
H is a group, multiplying all the elements of H by 1: on the left simply permutes the
elements of H. That is,

H = {01,02,. . nah} = {101,102, . . Hark}.

By Exercise 32 in Section 44, the map 1'; : K[x] —> K[x] is an isomorphism and

rx(f(x)) = Ho: — mm» = Ho: — car» =f(x)-
aeH «EH

Writingf(x) = a0 + an: + 0212 + - - - + apt",

r.(f(x)) = 75(110) + r(al)x + r(az)x2 + ---+ roof.
Equating coefficients in r,(f(x)) =f(x), we see that for any 1' e H, and for any i, a,- =
t(a.~). But the only elements of K that are fixed by every element in H are the elements
ofE = K”, which implies that each a; is in E. Therefore,f(x) e E[x]. Since the identity
map is in H, a is a zero off(x). Thus irr(a, E) dividesf(x) and

k = deg(f(x)) 2 deg(irr(a,E)) = deg(a,E) = n.

Since H is a subgroup of MK”),

k = IHI S |A(Ku)| = [K : E] =n~
Thus we have k = n and MK”) = H. O

Theorems 46.3 and 46.6 together imply that for normal extensions, the map A,
which maps the intermediate fields of the extension K over F to subgroups of G(K/F),
is both one-to-one and onto. Furthermore the inverse map A“ is simply the map that
sends a subgroup H 5 G(K/E) to the intermediate field KH = G(K/E).

In: K = 06/14/50 over Q. In Example 45.19, we determined that |G(K/Q)| = 6.
In this example, we take an alternate route to arrive at the same conclusion. In
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Example 46.5, we saw that for or e G(K/Q) given by complex conjugation, M12075» =
(0). Therefore,

Kid) = @075)

Theorem 46.4 says that

(G(K/Q) : «1» = (G(K/Q) : A(Q(~’/§)) = [@675 2 Q] = 3.
Since |(a)l = 2,

|G(K/Q)l = (G(K/Q)= <a))- |(a')| = 6. A
Let K be a normal extension of a field F and E an intermediate field of the exten-
sion. Then E is a normal extension of F if and only if ME) is a normal subgroup of
G(K/F). Furthermore, if E is a normal extension of F, then G(E/F) is isomorphic with
G(K/n/aK/E).
We first assume that E is a normal extension of F. Let r 6 ME) = G(K/E) and a e
G(K/F). We verify that arc—1 e G(K/E) to show that ME) is a normal subgroup of
G(K/F). By Theorem 44.11, 0" maps E isomorphically onto E. Therefore, for any
a e E, r(a"(oz)) = a‘1(u) and

Uta-1(a) = o’(1.'(a—1(ot))) = a(a-‘(a)) = 0:.

Thus, am" e G(K/E), and ME) is a normal subgroup of G(K/F).
We next assume that ME) is a normal subgroup of G(K/F) and show that E is a

normal extension of F. We must show that E is a splitting field over F and that E is
a separable extension of F. Theorem 45.8 says that the extension is separable. We use
Corollary 44.14 to show that E is a splitting field over F. Let a; be any isomorphism
fixing F and mapping E onto a subfield of K. Let a be an extension of a] to an isomor-
phism from K onto K. Such an extension exists by the Isomorphism Extension Theorem
44.6. Let a e E and 1: 6 ME). By assumption a‘lra(a) = 0:. Thus

1:0(01) = 0(a).

Since every 1: 6 ME) fixes (7(a), 0(a) e K105). By Theorem 46.3, 0(a) e E. Thus the
isomorphism 01 maps E isomorphically onto E. By Corollary 44.14, E is a splitting field
over F, and therefore, E is a normal extension of F.

Assuming that E is a normal extension of F, we know that any isomorphism
of K that fixes F maps E isomorphically onto itself. Using this fact, we can define
¢ : G(K/F) —> G(E/F) by simply letting ¢(a) be the map a restricted to E. By the
Isomorphism Extension Theorem 44.6, ¢ maps onto G(E/F). Also

Ker(¢) = {a e G(K/F) |a(a) = a for all a e E}: G(K/E).

Therefore G(E/F) is isomorphic with

G(K/F)/Kcr(¢) = G(K/F)/G(K/E)- 9
Recall from Example 43.14, x3 — 2 has only one zero in the field extension 0(3/5)
over Q. Thus 063/5) over Q is not a splitting field, and therefore, not a normal extension.
As we saw, the only automorphism of G(Q(~’/§)/Q) is the identity map 1. So the set of
automorphisms of 063/5) fixing (QR/E) is the same as the set of automorphisms of
0(3/5) fixing Q. In the case of a normal extension, this could not happen since 1. gives
a one-to—one correspondence.

In Example 46.7, we saw that

mod/i, «ED/QM = e.
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Up to isomorphism, there are only two groups of order 6, Zg and S3. Since @672)
over Q is not a normal extension of Q, HOG/2)) is not a normal subgroup of
000075, Jib/Q). Every subgroup of Z5 is a normal subgroup, so G(Q(«72, JED/Q)
is isomorphic with S3. A

The next theorem completes the basic facts that are used to apply Galois theory
to particular problems. The theorem is usually interpreted in terms of subgroup and
subfield diagrams. It says that the diagram for subfields is the same as the diagram for
the corresponding subgroups, except that the diagrams are inverted.

Let K be a normal extension of F, with E1 and E2 intermediate fields. Then

E1 is a subfield of E2 if and only if MEZ) is a subgroup ofME).

Suppose that E; 5 E2. Then any automorphism of K that fixes every element of E2
clearly fixes every element of E1, which means that A(E2) 5 M151).

Now suppose that A(Ez) 5 ME). Leta e KMEU- Then a is fixed by every element
of MEI) and, therefore, by every element of ME;). So a e KA(EZ). Thus

E1 = KHz-:1) S K1052) = 52- .

As before, we let K be the splitting field for f(x) = x1 — 2 over Q. Each 0 e G(K/Q)
is completely determined by how a permutes the zeros of f(x). Since for) has three
zeros, G(K/E) is isomorphic with a subgroup of the symmetric group 53. As we saw in
Example 46.9, G(K/Q) is isomorphic with S3. By labeling the zeros off(x) by

r,=~’/§
r2=§(—l+s/§i)

,,=§(_1_¢§.-)
the isomorphism ¢ : G(K/Q) —> S3 can be defined by letting ¢(a) be the permutation of
the zeros offlat) by the automorphism a, that is, ¢(a)(i) = j if a(r,~) = rj. We will abuse
notation slightly and identify elements in G(K/Q) with their corresponding elements in
the symmetric group S3.

The subgroup diagram for S3 is displayed in Figure 46.12 (a). By Theorem 46.10,
the subfield diagram for K is given in Figure 46.12 (b).

The automorphism corresponding to the transposition (2, 3) maps r; to r3, maps r3
to r2, and fixes n, which is complex conjugation. As we saw in Example 46.7, K((23)) =
0072) = Q(r1). The automorphism corresponding to (1, 2) fixes r3, maps n to r2, and
maps r2 to n. Thus K((1,2)) = 003). Similarly, K«1,3)) = Q(rz).

We can determine K((1.2,3)) by noticing that

awe/5:)» = [K : «mo/50]
= [0075. «50 : 00/501
= [0071.50 : «DJ/[own : Q]
= 3.

The subfield diagram shows that there is only one intermediate field E with [K : E] = 3,
so Km1,3» = (Db/5i). Summarizing:

Km = K

K53 = Q

K«2.3)) = Q("1) = 003/5)
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//’\\
((1 2)) ((1 3)) ((2, 3)) ((1 2 3))

\\ //
(a)

Km

//\\
m) m) Km») Kmam

K(s;)
(b)

46.12 Figure

K((1.2)) = QUE) = Q (g (—1 — fig)

3

3?(4+$fl)K«1.3» = ‘00:) = Q (

K((1.2.3» = 00/50
Normal subgroups of G(K/Q) correspond to subfields of K that are normal exten-

sions of Q by Theorem 46.8. Thus the only intermediate fields of K that are normal
extensions of Q are K, Q, and (29/51) corresponding to the normal subgroups of $3,
namely {l}, S3, and ((1, 2, 3)), respectively. A

Not every subgroup diagram of a Galois group looks like its own inversion, as we
will see in the next section.

I EXERCISES 46

Computations
The field K = 00/5, J5, J3) is a finite normal extension of Q. It can be shown that [K : Q] = 8. In Exercises 1
through 8, compute the indicated numerical quantity. The notation is that of Definition 46.1.

1. [K : Qfi]
3. mo»
5. max/6)»
7. woe/:7 + Jam

2. |G(K/Q)I
4. IA(Q(~/E,J§))I
6. WWW)»
8. IA(K)I



370

9.
10.

11.

Part IX Galois Theory

Describe the group of the polynomial (x4 — l) e Q[x] over Q.
Let G be the group of the polynomial x3 + 2 over Q. Find the order of G and identify a well-known group that
is isomorphic with G.
Let K be the splitting field of x3 — 5 over Q.
a. Show that K = QG/i Mi).
1). Describe the six elements of G(K/Q) by giving their values on 3/3 and ifi.
c. To what group we have seen before is G(K/Q) isomorphic?
(1. Using the notation given in the answer to part (b) in the back of the text, give the diagrams for the subfields

of K and for the subgroups of G(K/Q), indicating corresponding intermediate fields and subgroups, as we
did in Example 46.11.

12. Describe the group of the polynomial (x4 — 5x2 + 6) e Q[x] over Q.
13. Describe the group of the polynomial (x3 — 1) e Q[x] over Q.

Concepts

14. Give an example of two normal extensions K1 and K2 of the same field F such that K1 and K2 are not isomor-

15.
phic fields but G(Kl/F) : G(Kz/F).
Determine whether each of the following is true or false.

a. TWO different subgroups of a Galois group may have the same fixed field.
I). If F 5 E < L 5 K are field extensions and K is a normal extension of F, then ME) < ML).

c. IfK is a normal extension of F, then K is a normal extension of E, where F 5 E 5 K.
d. If two normal extensions E and L of a field F have isomorphic Galois groups, then [E : F] = [L : F].
e. If E is a normal extension of F and H is a normal subgroup of G(E/F), then EH is a normal extension of F.
f. If E is any normal simple extension of a field F, then the Galois group G(E/F) is a simple group.
g. No Galois group is simple.
I]. If two intermediate fields E1 and E2 of a normal extension K over F have isomorphic groups, ME) and

ME;), then KME.) is isomorphic with K1091).
i. An extension E of degree 2 over a field F is always a normal extension of F.
j. An extension E of degree 2 over a field F is always a normal extension of F if the characteristic of F is

zero.

Theory

16.

17.

18.

A normal extension K of a field F is abelian over F if G(K/F) is an abelian group. Show that if K is abelian
over F and F S E S K, then K is abelian over E andE is abelian over F.

Let K be a normal extension of a field F. Prove that for every 0: e K, the norm of at over F, given by

NK/r(d)= n 0(a),
weak/n

and the trace ofa over F, given by

TrK/F(a) = Z 0(a),
cam/F)

are elements of F.
Consider K = (Xx/E. «5). Referring to Exercise 17, compute each of the following (see Table 43.5).

a. Memo/i) I» Nit/ow? + J5)
c. NK/Q(\/6) d- ”Ir/0(2)
e TrK/Qo/i) r. TrK/Q(~/i + J5)
:- Trx/Q(~/5) h. Tar/0(2)
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19. Let K = F(at) be a normal extension of F. Let

iIT(0t.F) =1" +an—1A"‘l + +--aix+ao.
Referring to Exercise 17, show that

a. NK/F(a) = (-1)"ao. b- WK/F(d) = -an—1-
20. Letf(x) e F[x] be a polynomial of degree n such that each irreducible factor is separable over F. Show that

the order of the group off(x) over F divides n!.
21. Let f(x) 5 F[x] be a polynomial such that every irreducible factor off(x) is a separable polynomial over F.

Show that the group off(x) over F can be viewed in a natural way as a group of permutations of the zeros of
f(x) in F.

22. Let F be a field and let ; be a primitive nth root of unity in F, where the characteristic of F is 0.

a. Show that F(g) is a normal extension of F.
I). Show that G(F(;‘)/F) is abelian. [Hint: Every (7 e G(F(;')/F) maps ; onto some g’ and is completely

determined by this value r.]

73. A normal extension K of a field F is cyclic over F if G(K/F) is a cyclic group.

a. Show that ifK is cyclic over F and F 5 E 5 K, then E is cyclic over F and K is cyclic over E.
I). Show that if K is cyclic over F, then there exists exactly one field E,F 5 E 5 K, of degree (1 over F for

each divisord of [K : F].

24. Let K be a normal extension of F.

a. Fora e K, show that

f(x) = 1'[ (x — am»
aeotx/n

is in F[x].

I). Referring to part (a), show thatf(x) is a power of irr(ot,F), andf(x) = irr(u, F) if and only if K = F(at).

25. Let K be a normal extension of the field F. If E and L are both intermediate fields of the extension, the join,
E v L, is the intersection of all intermediate fields of the extension that contain both E and L. See Figure 46.13.
Describe G(K/(E v L)) in terms of G(K/E) and G(K/L).

26. With reference to the situation in Exercise 25, describe G(K/(E n L)) in terms of G(K/E) and G(K/L).

46.13 Figure
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47.1 Definition

Galois Theory

ILLUSTRATIONS 0F GALOIS THEORY

Symmetric Functions

Let F be a field of characteristic zero, and let yl, . - . , y,l be indeterminates. There are
some natural automorphisms of F(yl, - - - , y”) leaving F fixed, namely, those defined by
permutations of {yl, - - - ,yn}. To be more explicit, let or be a permutation of {1, - - - ,n},
that is, a e S”. Then or gives rise to a natural map E : F(yl,- - - ,y") —-> F(yl,- - - ,y,,)
given by

3(f0’h ' ‘ ' 05.)) = f(ya(l)a ' ' ' 9y¢7(n))

80’1, ‘ ’ ' vyn) 3041(1), ‘ ' ‘ 9ya(n))

for f(ylv' ' ' 050,801, ' ' ' 9Y7!) E Flyl" ‘ ' ’ynla With 80’1, ‘ ' ' 9y") 5é 0 It is imme'
diate that a— is an automorphism of F(yl,- - - ,yn) leaving F fixed. The elements of
F(yl, - - - ,yn) left fixed by all 3, for all or e S", are those rational functions that are
symmetric in the indeterminates yl, - - - , y".

An element of the field F(yl, - - - ,y,.) is a symmetric function in y, - - - ,y,. over F, if
it is fixed by all permutations of y1, - - - , y", in the sense just explained. I

Let E be the group of all the automorphisms E for a e S". Observe that E is
naturally—isomorphic to S". Let K be the subfield of F(yl, - - - ,yn), which is the fixed
field of S... Consider the polynomial

f(x) = Ho: — yo;
i=1

this polynomial f(x) 6 (fly, - -- ,y,.))[x] is a general polynomial of degree n. Let (T;
be the polynomial extension of E, as defined in Definition 44.4, to (F(yl, - - - ,y,,))[x],
where E0) = x. Nowf(x) is fixed by each map E for a e S"; that is,

“(x - yi) = “(I - Yam)-
i=l i=1

Thus the coefficients off(x) are in K; they are, except for sign, the elementary symmetric
fitnctions in yl, - - - , y". As illustration, note that the constant term off(x) is

(—1)"y1y2-- -ym
the coefficient of x"‘1 is —(yl + yz + -- - + y"), and so on. These are symmetric func-
tions iny1,- -- ,y,..

The first elementary symmetric function in y1,- - - , y,l is

S1=Y1+y2 +‘“ +ym

the second is $2 = Y1y2 + you + - - - + y,._1y,., and so on, and the nth is 5,, = y1y2---y,,.
Consider the field E = F(sl, - ' - , 5”). Of course, E 5 K, where K is the field of all

symmetric functions in yl , - - - , y,, over F. Since the characteristic ofE is zero, the exten-
sion K over E is a separable extension. Thus F(yl, - - - , y,,) is a finite normal extension
of E, namely, the splitting field of

f(x = 1'[(x — y.-)
1:1

over E. Since the degree off(x) is n, we have at once that

[F01,--- ,yn):E] 5n!



47.2 Theorem

47.3 Example

K=Q(u.0

E = 0(a)

47.4 Figure
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(see Exercise 19, Section 44). However, since K is the fixed field of 5—,. and

|S_n| = lSnl = n!.
wehavealso

n! = [F(yl,- -- ,yn) : K].

Therefore,

'1! = [F(y1.--- .yn)=K] S [F(y,,--- ,yn)=E] SnL
so

K=E.

The full Galois group ofF(yl, - - - , y") over E is therefore 5—". The fact that K = E shows
that every symmetric fimction can be expressed as a rational function of the elementary
symmetric flmctions sl, - . - , s". We summarize these results in a theorem.

Let F be a field with characteristic zero. Let 3], - - - ,s,l be the elementary symmetric
functions in the indeterminates yl, - - - , y". Then every symmetric function ofyl, - - - , y,,
over F is a rational function of the elementary symmetric functions. Also, F(yl, - - - , y")
is a finite normal extension of degree n! of F(31, . - . ,s,.), and the Galois group of this
extension is naturally isomorphic to S".

In view of Cayley’s Theorem 8.11, it can be deduced from Theorem 47.2 that any
finite group can occur as a Galois group (up to isomorphism). (See Exercise 11.)

The proof of Theorem 47.2 only uses the fact that the characteristic of F is zero to
conclude that the extension F(yl, yz, . . . , y") over E is a separable extension. With a bit
more work, the proof can be modified to allow F to be an arbitrary field.

Examples

Let us give our promised example of a finite normal extension having a Galois group
whose subgroup diagram does not look like its own inversion.

Consider the splitting field in C of x4 — 2 over Q. Now it4 — 2 is irreducible over Q, by
Eisenstein’s criterion, with p = 2. Let a = «V2 be the real positive zero of Jr4 — 2. Then
the four zeros ofx“ — 2 in C are a, —a, iot, and —ia, where i is the usual zero 0e2 + 1
in C. The splitting field K of x4 — 2 over Q thus contains (iu)/a = i. Since a is a real
number, Q(u) < R, so Q(a) 75 K. However, since Q(ot, i) contains all zeros of x“ — 2,
we see that Q(a, i) = K. Letting E = Q(a), we have the diagram in Fig. 47.4.

Now {1, 01,012, 013} is a basis for E over Q, and {1, i} is a basis for K over E. Thus

{1,a,a2,a3,i,ia,ia2,ia3}
is a basis for K over Q. Since [K : Q] = 8, we must have |G(K/Q)| = 8, so we need to
find eight automorphisms of K leaving Q fixed. We know that any such automorphism
a is completely determined by its values on elements of the basis {1, a, a2, (13, i, iot, i012,
i013}, and these values are in turn determined by 0(a) and 00'). But 0(a) must always
be a conjugate of a over Q, that is, one of the four zeros of in'(a,Q) = x‘ — 2. Like-
wise, a(i) must be a zero of irr(i, Q) = x2 + 1. Thus the four possibilities for 0(a),
combined with the two possibilities for 0(1), must give all eight automorphisms. We let
p e G(K/Q) be the automorphism with p(at) = iot and p(i) = i; and we let p. e C(K/Q)
be the automorphism with [4(a) = a and MG) = —i. We have

p201) = p(p(a)) = p(ia) = i(ia) = —a,
p20) = p(p(i)) = pa) = i.
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47.5 Table

t p p2 p3 u up #122 MP3
1! —> a in: —a —iat at —ia —at in:

i -> i i i i -i —i —i —i

Similarly, we have

#4001) = u(p(a)) = p.(ia) = -m,

MOO") = 14pm) = Mi) = —i.

Table 47.5 shows the results of similar computations for l,p, p2, p3,[l., up, upz,
and Mp3. These automorphisms account for all eight of the elements of G(K/Q). The
table looks remarkably like the dihedral group D4. To verify that G(K/Q) is isomorphic
with D4 we check the relations [1.2 = l, p4 = l, and p11. = up3 by evaluating each at a
and i.

ma) = Ma) = a.
[‘20) = M—b = i,

p‘(a) = p(p3(a» = p(—ia> = —i2a = a,
p40) = p090» = pa) = i.

phat) = p0!) = id = upset),
MO) = p(—D = —i = 1149(0-

The subgroup diagram for the dihedral group is given in Figire 47.6 (a) with the
corresponding subfield diagram in Figure 47.6 (b). This provides a good illustration of
how one diagram is the inversion of the other.

The detemlination of the fixed fields K3,. sometimes requires a bit of ingenuity.
Let’s illustrate. To find KHZ, we merely have to find an extension of Q of degree 2 fixed
by {t, p, p2, p3}. Since all p’ leave i fixed, Q(i) is the field we are after. To find Km,
we have to find an extension of Q of degree 4 fixed by l and it. Since it leaves a fixed
and a is a zero of irr(¢x,Q) = x4 — 2, we see that Q(ot) is of degree 4 over Q and is
fixed by {1, 11.}. By Galois theory, it is the only such field. Here we are using strongly
the one-to-one correspondence given by the Galois theory. If we find one field that
fits the bill, it is the one we are after. Finding Ky, requires more ingenuity. Since H7
is a group, for any )3 e K, ()3) + [140303) is fixed by l and Mp3, the elements of H7.
letting fl = a we see that 1(a) + up3(a) = a + to: is fixed by H7. By checking all eight
automorphisms in Table 47.5, we see that only i and up3 fix a + ia. Thus by the one-
to-one correspondence, we must have

om + ta) = 06/5 + R/i) = K3,.
Suppose we wish to find irr(a + [01, Q). If y = a + int, then for every conjugate

of y over Q, there exists an automorphism of K mapping 3/ into that conjugate. Thus
we need only compute the various different values 0(y) for a e G(K/Q) to find the
other zeros of irr(y, Q). Every element in D4 can be written in the form pi(up3)j where
0 5 i 5 3 andj is either 0 or 1. But up3(a + lot) = a + lot, so to compute the conjugates
of a + in! we only need to compute l(0l + ia), p(ot + lot), p2(d + id), and p301 + int).
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={n 92 m upz} Hz = (N//Ha- {k p2 m7 M3)

”4 H5 = (#92) He = (:12) H1 = (F473) ”3 = (MP)

{t}
(a)

0075, i) = x = Km

//
Q(\‘/‘)=KH Q(i\/_)=KH5 Q(VE')=KH Q(V_+fV_)= Q(\‘/2-t“\/2)=KH‘

Q( 2): 0:6) KHz/("V3= K”:

0 = Kant/Q)
(b)

47.6 Figure (:1) Group diagram. (b) Field diagram.

The conjugates of y = a + it! are thus a + ia, iu — a, —a — id, and —ia + (1. Hence

My, Q) = [(x — (a + ia))(x — (ia — 00)]
- [(x — (—a — ia))(x — (—ia + 00)]

= (x2 — 2iax — 2u2)(x2 + 2iax — 20:2)
=x4+4a4=x4+8. A

We have seen examples in which the splitting field of a quartic (4th degree) poly-
nomial over a field F is an extension of F of degree 8 (Example 47.3) and of degree 24
(Theorem 47.2, with n = 4). The degree of an extension of a field F that is a splitting
field of a quartic over F must always divide 4! = 24. The splitting field of (x — 2)‘ over
Q is Q, an extension of degree 1, and the splitting field of (x2 — 2)2 over Q is (Eh/2),
an extension of degree 2. Our last example will give an extension of degree 4 for the
splitting field of a quartic.

47.7 Example Consider the splitting field of x4 + 1 over Q. By Theorem 28.12, we can show that
AA + l is irreducible over Q, by arguing that it does not factor in Z[x]. (See Exercise 1.)
The work on complex numbers in Section 3 shows that the zeros of x4 + 1 are (1 :l:
i)/J2 and (—l i i)/«/2. A computation shows that if

a:
l+i
J2,
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then
_1 . __. _.

a3=—+l als=—1 l and 7—1 1.fi’ fi’ “‘W
Thus the splitting field K of x4 + 1 over Q is Q(a), and [K : Q] = 4. Let us compute
G(K/Q) and give the group and field diagrams. Since there exist automorphisms of K
mapping 0! onto each conjugate of 0!, and since an automorphism a' of Q(a) is com-
pletely determined by 0(a), we see that the four elements of G(K/Q) are defined by
Table 47.8.

47.8 Table

01 03 05 a7
a -) (I (13 a5 017

Since

(wow) = max") = (w = ai"
and at8 = l, we see that G(K/Q) is isomorphic to the group {1, 3, 5, 7} under multipli-
cation modulo 8. There are only two groups of order 4 up to isomorphism, the cyclic
group and the Klein 4-group. Since each element of {1, 3, 5, 7} has order 2 or 1, G(K/Q)
is isomorphic with the Klein 4-group. The diagrams are given in Fig. 47.9.

G(K/Q)

0W5) = KW 00) = KW 0M2) = KW

Q = KCKK/Q)
(b)

47.9 Figure (a) Group diagram. (b) Field diagram.

To find Km), it is only necessary to find an element ofK not in Q fixed by {01, a; },
since [K(.,,) : Q] = 2. Clearly 61(a) + a3(a) is fixed by both 01 and 03, since {01,a3}
= (a3) is a group. We have

01(1):) + 63(11): 0! + a3 = ifi.
Similarly,

U101) + 07(01): 0! + a7 = «5
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is fixed by (:77) = {01, 07}. This technique is of no use in finding Em), for

max) + 05(1)!) = a + a5 = 0,
and 0 e Q. But by a similar argument, 01(a)as(a) is fixed by both a] and as, and

01(a)as(a) = «as = -i.

Thus Q(-i) = Q(i) is the field we are after.

I EXERCISES 47

Computations (requiring more than the usual amount of theory)

1.
2.

3.

4.

9.

10.

Show that x4 + l is irreducible in Q[x], as we asserted in Example 47.7.
Verify that the intermediate fields given in the field diagram in Fig. 47.6 are correct. (Some are verified in the
text. Verify the rest.)
For each field in the field diagram in Fig. 47.6, find a primitive element generafing the field over Q (see
Theorem 45.13) and give its irreducible polynomial over Q.
Let g be a primitive 5th root of unity in C.
a. Show that Q(§) is the splitting field of x5 — 1 over Q.
b. Show that every automorphism of K = Q(§) maps 4' onto some power 4" of 4‘.
c. Using part (b), describe the elements of G(K/Q).
(I. Give the group and field diagrams for Q(§) over Q, computing the intermediate fields as we did in Exam-

ples 47.3 and 47.7.
Describe the group of the polynomial (x5 — 2) e (Q(§))[x] over Q(§), where g is a primitive 5th root
of unity.
Repeat Exercise 4 for g- a primitive 7th root of unity in C.
In the easiest way possible, describe the group of the polynomial

(x8 — 1) e tl
over Q.
Find the splitting field K in C of the polynomial (.7:4 — 4x2 — 1) e Q[x]. Compute the group of the polynomial
over Q and exhibit the correspondence between the subgroups of G(K/Q) and the intermediate fields. In other
words, do the complete job.
Express each of the following symmetric functions in y1, y2, y3 over Q as a rational function of the elementary
symmetric functions 31,32, 53.

11. yr’ + y22 + ysz
ha+a+a+a+2+e

3’2 )’1 )’3 Y1 Ya YZ
Let «11,012,013 be the zeros in C of the polynomial

(a3 —4x2+6x—2) e om.
Find the polynomial having as zeros precisely the following:
a. a1 + 012 + a3

b- 0:12, «22.1132

Theory

11. Show that every finite group is isomorphic to some Galois group G(K/F) for some finite normal extension K
of some field F.
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12. Letf(x) e F[x] be a monic polynomial of degree n having all its irreducible factors separable over F. Let K be
the splitting field off(x) over F, and suppose thatf(x) factors in K[x] into

“(x — at)-
i=1

AV) = “(at - aIj);
i<j

the product (A(f))2 is the discriminant off(x).
a. Show that A(f) = 0 if and only iff(x) has as a factor the square of some irreducible polynomial in F[x].
b. Show that (MW e F.
c. G(K/F) may be viewed as a subgroup ofE, where E is the group o_fall permutations of {al.- | i = l, - - - , n}.

Show that G(K/F), when viewed in this fashion, is a subgroup ofA", the group formed by all even permu-
tations of {ai|i= l,-- - ,n},ifand only if AU) 5 F.

13. An element of C is an algebraic integer if it is a zero of some manic polynomial in Z[x]. Show that the set of
all algebraic integers forms a subring of C.

48.1 Definition

48.2 Definition

CYCLOTOMIC EXTENSIONS

The Galois Group of a Cyclotornic Extension

In this section we consider subfields of the complex numbers obtained by adjoining
roots of unity to the rational numbers, Q. We apply Galois theory to these extensions to
determine which regular n-gons are constructible.

The splitting field ofx" — 1 over a field F is the nth cyclotomic extension of F. I
Since fields of characteristic zero are perfect, the splitting field, K, off(x) = x" — 1

over Q is separable and thus a normal extension of Q. The distinct n zeros of f(x)
form a cyclic group U,,. (See Section 3.) We saw in Corollary 6.17 that the number of
generators of a cyclic group of order n is the number of positive integers less than n
that are relatively prime to n, which we defined to be the Euler phi-fimction rp(n). These
<p(n) generators are exactly the primitive nth roots of unity.

The polynomial
WI)

<1>.(x) = 1'[(x — at)
i=1

where the a.- are the primitive nth roots of unity in Q, is the nth cyclotomic polynomial
over Q. I

Let a e G(K/Q). Since an automorphism of the Galois group G(K/Q) must per-
mute the primitive nth roots ofunity, we see that ax(<l>,.(x)) = <I>,,(x), where 0x : K[x] —>
K[x] is the polynomial extension of 0. Thus the coefficients of <1>,. are fixed by every
0 e G(K/Q), and therefore, all the coefficients of <I>,.(x) are rational numbers. That is,
<I>,.(x) e Q[x]. The nth cyclotomic polynomial <I>,,(x) must divide x" — 1, so <I>,.(x) e
Z[x] by Theorem 28.12. For p a prime number, Corollary 28.18 says that <I>p(x) is ir-
reducible over Q. Although we do not prove it here, it can be shown that <I>,,(x) is
irreducible even when n z 2 is not a prime number.
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I HISTORICAL NOTE

arl Gauss considered cyclotomic polynomi-
als in the final chapter of his Disquisitiones

Arithmeticae of 1801. In that chapter, he gave a
constructive procedure for actually determining the
roots of <1>p(x) in the case wherep is prime. Gauss’s
method, which became an important example for
Galois in the development of the general theory,
was to solve a series of auxiliary equations, each of
degree a prime factor ofp — l, with the coefficients
of each in turn being determined by the roots of the
previous equation. Gauss, of course, knew that the
roots of <l>,,(x) were all powers of one of them, say
g . He detemiined the auxiliary equations by taking
certain sets of sums of the roots (j, which were
the desired roots of these equations. For exam-
ple,inthecasewherep=19(andp—l=18=
3 x 3 x 2), Gauss needed to find two equations of
degree 3 and one of degree 2 as his auxiliaries.

It turned out that the first one had the three
roots,a1= z +§8+§7 +;'3+§" +c'2.uz =§2+§16+§l4+§l7+§3+§5, and a3=§4+
{13 + {9 + {15 + {6 + {10. In fact, these three val-
ues are the roots of the cubic equation x3 + x2 —
6x - 7. Gauss then found a second cubic equation,
with coefficients involving the a’s, whose roots
were sums of two of the powers of 4', and finally
a quadratic equation, whose coefficients involved
the roots of the previous equation, which had g
as one of its roots. Gauss then asserted (without a
complete proof) that each auxiliary equation can in
turn be reduced to an equation of the form x’" — A,
which clearly can be solved by radicals. That is, he
showed that the solvability of the Galois group in
this case, the cyclic group of order p — l, implied
that the cyclotomic equation was solvable in terms
of radicals. (See Section 49.)

Let i be the usual complex zero of x2 + 1. Our work with complex numbers in
Section 3 shows that

2 ll

(cosE+isinTn) =cos27r+isin27r :1,
n

so cos(27r/n)+isin(27r/n) is an nth root of unity. The least integer m such that
(cos(21r/n) + isin(27r/n))”' = l is n. Thus cos(27r/n) + isin(27r/n) is a primitive nth
mat ofunity, a zero of

48.3 Example

<I>n(x) e ll

A primitive 8th root of unity in C is

379

g —cos2—n+isinE
_ 8 8

—cos”+'in"r_ 4 's 4
1 ,1 l+i

=—+:—=—.
J5 J5 J5

By the theory of cyclic groups, in particular by Corollary 6.17, all the primitive 8th roots
ofunity in Q are g, {3, {5, and {7, so

<I>s(x) = (x - {)(x — €3)(x — {5)(x - {7)-
We can compute, directly from this expression, <I>g(x) = x‘ + 1 (see Exercise 1). Com-
pare this with Example 47.7. A

Let us assume, without proof, that <l>,,(x) is irreducible over Q. Let

2n , . 271
; =cos—+tsm—,

n n
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so that 4‘ is a primitive nth root of unity. Note that 4' is a generator of the cyclic mul-
tiplicative group of order n consisting of all nth roots of unity. All the primitive nth
roots of unity, that is, all the generators of this group, are of the form 4"" for l 5 m < n
andm relatively prime to n. The field Q(§) is the whole splitting field of x” — 1 over Q.
Let K = Q(;‘ ). If 4"" is another primitive nth root of unity, then since g and 4"” are con-
jugate over Q, there is an automorphism rm in G(K/Q) mapping 4' onto 4””. Let 1:, be
the similar automorphism in G(K/Q) corresponding to a primitive nth root of unity g’.
Then

(fmtr)(§) = mm = (Tn-(DY = ({"Y = (""-
This shows that composing automorphisms 1'," and 1', corresponds to multiplying m and
r modulo n. In other words, the Galois group G(K/Q) is isomorphic with the group of
units in Z,, under multiplication, with the isomorphism mapping 1:". to m. The units in
Z,l are the numbers less than n that are relatively prime to n. Thus G(K/Q) is an abelian
group with rp(n) elements.

Special cases of this material have appeared several times in the text and exercises.
For example, a of Example 47.7 is a primitive 8th root of unity, and we made arguments
in that example identical to those given here. We summarize these results in a theorem.

The Galois group of the nth cyclotomic extension of Q has ¢(n) elements and is iso-
morphic to the group consisting of the positive integers less than n and relatively prime
to n under multiplication modulo n.

Example 47.7 illustrates this theorem, for it is easy to see that the splitting field of
Jr4 + 1 is the same as the splitting field ofx“ — 1 over Q. This follows from the fact that
<I>g(x) = 4 + 1 (see Example 48.3 and Exercise 1). A

The Galois group of the pth cyclotomic extension of Q for a prime p is cyc of order
p — 1.

By Theorem 48.4, the Galois group of the pth cyclotomic extension of Q has rp(p) =
p — 1 elements, and is isomorphic to the group of positive integers less than p and
relatively prime to p under multiplication modulo p. This is exactly the multiplicative
group (Zf, -) of nonzero elements of the field 2,, under field multiplication. By Corol-
lary 28.7, this group is cyclic. O

Constructible Polygons

We conclude with an application determining which regular n-gons are constructible
with a compass and a straightedge. We saw in Section 41 that the regular n-gon is
constructible if and only if cos(27t/n) is a constructible real number. Now let

271 ,. 2n
§ =cos—+ts1n—.

n n

Then

for

271 ._ 2x 271 .. 271 2271 .221
COS—+lSlIl— COS——lSll'l— =cos —+sm —=1.

n n n n n n
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Butthen
1 2:1

4' + — = 2cos —.
g n

Thus Corollary 41.8 shows that the regular n-gon is constructible only if g + 1/4‘ gen-
erates an extension of Q of degree a power of 2.

If K is the splitting field of x” - 1 over Q, then [K 2 Q] = ¢(n), by Theorem 48.4.
Ifa e G(K/Q) and a(;') = 5', then

¢1(;+l)—§’+iz ‘ r
( 21" ,_ 21") ( 27" , _ 27")

= cos—+ls1n— + cos——tsm—
n n n n

=2cosfl.
n

But for 1 < r < n, we have 2cos(2nrr/n) = 2cos(211/n) only in the case that r = n — 1.
Thus the only elements of G(K/Q) carrying g + 1 /§ onto itself are the identity automor-
phism and the automorphism 1:, with r(§) = ("‘1 = l /;’. This shows that the subgroup
of G(K/Q) leaving Q(§ + 1 /§) fixed is of order 2, so by Galois theory,

[acetate-
Hence the regular n-gon is constructible only if ¢(n)/2, and therefore also (pm), is a
power of2.

It can be shown by elementary arguments in number theory that if

n = vl‘“ . . 11:".

where the p,- are the distinct odd primes dividing n, then

«:(n) = 2““p1"“1---pf"'(p1 — 1)- - - (p. — 1). (1)
If (p(n) is to be a power of 2, then every odd prime dividing n must appear only to the
first power and must be one more than a power of 2. Thus we must have each

pi=2"'+1

for some m. Since —1 is a zero of x4 + 1 for q an odd prime, x + 1 divides x4 + l for
q an odd prime. Thus, if m = qu, where q is an odd prime, then 2’” + l = (2“)‘1 + 1 is
divisible by 2“ + 1. Therefore, for p,- = 2'" + 1 to be prime, it must be that m is divisible
by 2 only, so p.- has to have the form

Pi = 20*) + 1.
a Fermat prime. Fermat conjectured that these numbers 2‘2.) + l were prime for all
nonnegative integers k. Euler showed that while k = 0, 1, 2, 3, and 4 give the primes 3,
5, 17, 257, and 65537, for k = 5, the integer 2“" + 1 is divisible by 641. It has been
shown that for 5 s k 5 19, all the numbers 2‘2" + l are composite. The case k = 20 is
still unsolved as far as we know. For at least 60 values of k greater than 20, including
k = 9448, it has been shown that 22" + 1 is composite. It is unknown whether the num-
ber of Fermat primes is finite or infinite.

We have thus shown that the only regular n—gons that might be constructible are
those where the odd primes dividing n are Fermat primes whose squares do not diw'de n.
In particular, the only regular p—gons that might be constructible for p a prime greater
than 2 are those where p is a Fermat prime.
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The regular 7-gon is not constructible, since 7 is not a Fermat prime. Similarly, the
regular 18—gon is not constructible, for while 3 is a Fermat prime, its square divi-
des 18. A

We now demonstrate that all these regular n-gons that are candidates for being
constructible are indeed actually constructible. Let ; again be the primitive nth root of
unity cos(27r/n) + isin(27r/n). We saw above that

Zn 1
2cos 7 = § + -,

§

[www-
Suppose now that rp(n) is a power 2‘ of 2. We saw above that QQ‘ + 1/g) is the subfield
ofK = Q(1;) fixed by H; = {1, 1:}, where l is the identity element of G(K/Q) and r(§) =
1/{. By Sylow theory, there exist additional subgroups H,- of order 21' of G(Q(§)/Q) for
j=0,2,3,'~ ,ssuchthat

{l}=Ho <Hl < <HJ=G(Q(§)/Q)'

and that

By Galois theory,

1
Q=KH, < Km.l < <KH1=Q(§+E).

and [KHH :KH] = 2. Note that (; +1/;‘) 6 1R, so Q(§ +1/§)< R. If KHH = KHl.(ot,~),
then a,- is a zero of some (:1s + by: + c,-) 6 Kg]. [1:]. By the familiar “quadratic formula,"
we have

KHi—n = K11,- (V biz — 4‘69)-
Since we saw in Section 41 that construction of square roots of positive constructible
numbers can be achieved by a straightedge and a compass, we see that every element in
QQ’ + 1/(), in particular cos(27r/n), is constructible. Hence the regular n-gons where
(p01) is a power of 2 are constructible.

We summarize our work under this heading in a theorem.

The regular n-gon is constructible with a compass and a straightedge if and only if all
the odd primes dividing n are Fermat primes whose squares do not divide n.

The regular 60-gon is constructible, since 60 = (22)(3)(5) and 3 and 5 are both Fermat
primes. A

I EXERCISES 48

Computations
1. Referring to Example 48.3, complete the indicated computation, showing that <l>g(x) = x4 + l. [Suggestiom

Compute the product in terms of C, and then use the fact that {8 = 1 and §
2. Classify the group of the polynomial (Jr20 — l) e Q[x] over Q according to the Fundamental Theorem of

= —1 to simplify the coefficients]

Finitely Generated Abelian Groups. Theorem 9.12. [Hint: Use Theorem 48.4.]

8- M60)
3. Using the formula for (p(n) in terms of the factorization of n, as given in Eq. (1), compute the indicated value:

b. (p(1000) c. $(8100)
4. Give the first 30 values ofn z 3 for which the regular n-gon is constructible with a straightedge and a compass.
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5. Find the smallest angle of integral degree, that is, 1°, 2°, 3°, and so on, constructible with a straightedge and a
compass. [Hint- Constructing a 1° angle amounts to constructing the regular 360-gon, and so on.]

6. Let K be the splitting field of x12 — 1 over Q.
a. Find [K : Q].
I). Show that for a e G(K/Q), 02 is the identity automorphism. Classify G(K/Q) according to the Fundamen-

tal Theorem 9.12 of finitely generated abelian groups.

Concepts
7. Determine whether each of the following is true or false.

a. d>,.(x) is irreducible over every subfield of C.
1). Every zero in C of d>n(x) is a primitive nth root of unity.
c. The group of d>n(x) e Q[x] over Q has order n.
d. The group of d>n(x) e Q[x] over Q is abelian.
e. The Galois group of the splitting field of <1>,,(x) over Q has order q)(n).

f. The regular 25-gon is constructible with a straightedge and a compass.
g. The regular l7-gon is constructible with a su'aightedge and a compass.
h. For a prime p, the regularp-gon is constructible if and only ifp is a Fer-mat prime.
i. All integers of the form 20") + 1 for nonnegativc integers k are Fermat primes.
j. All Ferrnat primes are numbers of the form 2(2") + 1 for nonnegative integers k.

Theory

8. Show that
x" — 1 = n q>,,(x)

d | n

in Q[x], where the product is over all divisors d of n.

9. Find the cyclotomic polynomial <1>,.(x) over Q for n = 1, 2, 3, 4, 5, and 6. [Hint: Use Exercise 8.]

10. Find <l>12(x) in Q[x]. [Hint Use Exercises 8 and 9.]

11. Show that in Q[x], (D2,,(x) = <l>,,(—x) for odd integers n > 1. [Hint: If g is a primitive nth root of unity for n
odd, what is the order of —§?]

12. Let n,m 6 2" be relatively prime. Show that the splitfing field in C of x""' — 1 over Q is the same as the
splitting field in C of ()1' — 1)()K'l — 1) over Q.

13. Let n,m e Z+ be relatively prime. Show that the group of (W — 1) e Q[x] over Q is isomorphic to the direct
product of the groups of (an — 1) e Q[x] and of (x”' — 1) e Q[x] over Q. [Hint: Using Galois theory, show
that the groups of x’” — 1 and x" — 1 can both be regarded as subgroups of the group of x""‘ — 1. Then use
Exercises 50 and 51 of Section 9.]
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INSOLVABILITY OF THE QUINTIC
The Problem

We are familiar with the fact that a quadratic polynomial f(x) = are2 + bx + c,a ;E 0,
with real coefficients has (—b :i: Vbz — 4ac)/2a as zeros in C. Actually, this is true for
f(x) e F[x], where F is any field of characteristic gé 2 and the zeros are in F. Exercise 4
asks us to show this. Thus, for example, (x2 + 2x + 3) e Q[x] has its zeros in Q(J——2).
You may wonder whether the zeros of a cubic polynomial over Q can also always be
expressed in terms of radicals. The answer is yes, and indeed, even the zeros of a poly-
nomial of degree 4 over Q can be expressed in terms of radicals. After mathematicians
had tried for years to find the “radical formula” for zeros of a 5th degree polynomial,
it was a triumph when Abel proved that a quintic need not be solvable by radicals. Our
first job will be to describe precisely what this means. A large amount of the algebra we
have developed is used in the forthcoming discussion.

Extensions by Radicals

An extension K of a field F is an extension of F by radicals if there are elements
«11,. . . ,a, e K and positive integers n1, - - - ,n, such that K = F(dl,- - - ,a,),a'l" e F
and at?" e F(al, - - - ,ai_1) for 1 < i 5 r. A polynomialf(x) e F[x] is solvable by rad-
icals over F if the splitting field E off(x) over F is contained in an extension of F by
radicals. I

A polynomialf(x) e F(x) is thus solvable by radicals over F if we can obtain every
zero off(x) by using a finite sequence of the operations of addition, subtraction, mul-
tiplication, division, and taking n,-th roots, starting with elements of F. Now to say that
the quintic is not solvable in the classic case, that is, characteristic 0, is not to say that
no quintic is solvable, as the following example shows.

The polynomial 15 — 1 is solvable by radicals over Q. The splitting field K of 15 — l
is generated over Q by a primitive 5th root ; of unity. Then {5 = 1, and K = Q(;').
Similarly, 15 — 2 is solvable by radicals over Q, for its splitting field over Q is generated
byfiandgwherefiistherealzerooff—2. A

To say that the quintic is insolvable in the classic case means that there exists some
polynomial of degree 5 with real coefficients that is not solvable by radicals. We shall
show this. We assume throughout this section that allfields mentioned have character-
istic 0.

The outline of the argument is as follows, and it is worthwhile to try to remember it.

1. We shall show that a polynomialf(x) e F[x] is solvable by radicals over F (if
and) only if its splittingfield E over F has a solvable Galois group. Recall that
a solvable group is one having a composition series with abelian quotients.
While this theorem goes both ways, we shall not prove the “i ’ part.

2. We shall show that there is a polynomialf(x) e <l>[x] ofdegree 5 with a
splittingfield E over Q such that G(E/Q) 2 S5, the symmetric group on 5
letters. Recall that a composition series for $5 is {t} < A5 < 35. Since A5 is
not abelian, we will be done.

The following lemma does most of our work for Step 1.

Let F be a field of characteristic 0, and let a e F. IfK is the splitting field ofx" — a over
F, then G(K/F) is a solvable group.
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I HISTORICAL NOTE

e first publication ofa formula for solving cu-
bic equations in terms of radicals was in 1545

in the Ars Magna of Girolamo Cardano, although
the initial discovery of the method is in part also
due to Scipione del Ferro and Niccolo Tartaglia.
Cardano’s student, Lodovico Ferrari, discovered a
method for solving quartic equations by radicals,
which also appeared in Cardano’s work.

After many mathematicians had attempted to
solve quintics by similar methods, it was Joseph-
Louis Lagrange who in 1770 first attempted a de-
tailed analysis of the general principles underlying
the solutions for polynomials ofdegree 3 and 4, and
showed why these methods fail for those of higher
degree. His basic insight was that in the former
cases there were rational functions of the roots that
took on two and three values, respectively, under all

possible permutations of the roots, hence these ra-
tional functions could be written as roots of equa-
tions of degree less than that of the original. No
such functions were evident in equations of higher
degree.

The first mathematician to claim to have a
proof of the insolvability of the quintic equation
was Paolo Ruffini (1765-1822) in his algebra text
of 1799. His proof was along the lines suggested by
Lagrange, in that he in effect detemiined all of the
subgroups of S5 and showed how these subgroups
acted on rational functions of the roots of the equa-
tion. Unfortunately, there were several gaps in his
various published versions of the proof. It was
Niels Henrik Abel who, in 1824 and 1826, pub-
lished a complete proof, closing all of Ruffini’s
gaps and finally settling this centuries-old question.

Proof Suppose first that F contains all the nth roots ofunity. By Corollary 28.7 the nth roots of
unity form a cyclic subgroup of (F‘, -). Let g be a generator of the subgroup. (Actually,
the generators are exactly the primitive nth roots of unity.) Then the nth roots of unity
are

Lag-2,. .. '§"—1_

Iffl eFisazeroof(x"—a)eF[x],thenallzerosofx"—aare

flxfiffiw -- ,§""fl.
Since K = F(fl), an automorphism a in G(K/F) is detemiined by the value 0(fl) of the
automorphism a on fl. Now ifa(fl) = {'fl and 1'09) = (£8, where r e G(K/F), then

("003) = 11003)): T(§ifi) = Ciflfl) = Ciijfl,
since {i e F. Similarly,

(mm) = W13.
Thus at = 1:6, and G(K/F) is abelian and therefore solvable.

Now suppose that F does not contain a primitive nth root of unity. Let g be a
generator of the cyclic group of nth roots of unity under multiplication in F. Let )3 again
be a zero ofx" —a. Since [3 and {,3 are both in the splitting field K ofx" —a,§ =
(QED/)3 is in K. Let F’ = F(;'), so we have F < F’ S K. Now F’ is a normal extension
of F, since F’ is the splitting field of x" — 1. Since F’ = F(§), an automorphism n in
G(F’/F) is determined by 178'), and we must have n(§) = (i for some i, since all zeros
ofx’l — l are powers of;.1fu(§) = {j foru. e G(F’/F), then

(unxz) = u(n(£)) = Mt") = u(§)‘ = (6)" = t”.
and, similarly,

(nu)(§) = {'31

385
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Thus G(F’/F) is abelian. By Theorem 46.10,

{t} E G(K/F') S G(K/F)

is a normal series and hence a subnorrnal series of groups. The first part of the proof
shows that G(K/F’) is abelian, and Galois theory tells us that G(K/F)/G(K/F’) is iso-
morphic to G(F’/F), which is abelian. Exercise 6 shows that if a group has a subnormal
series of subgroups with abelian quotient groups, then any refinement of this series also
has abelian quotient groups. Thus a composition series of G(K/F) must have abelian
quotient groups, so G(K/F) is solvable. O

The following theorem will complete Step 1 of our program.

Let F be a field of characteristic zero, and let F 5 E 5 K 5 F, where E is a normal
extension of F and K is an extension of F by radicals. Then G(E/F) is a solvable group.

We first show that K is contained in a finite normal extension L of F by radicals and
that the group G(L/F) is solvable. Since K is an extension of F by radicals, K =
F(a1,. -- ,a,) where at?" e F(a1,- -- ,ui_1) for 1 < i 5 r and 01'," e F. To form L, we
first form the splitting field L; offl (x) = x’" — 01;" over F. Then L1 is a normal exten-
sion of F, and Lemma 49.3 shows that G(Ll /F) is a solvable group. Now (13" e L; and
we form the polynomial

f2(x)= H [(x"2 —U(Ol2)"’]-
aeG(L:/F)

Since this polynomial is invariant under action by any a in G(Ll /F), we see thatf2(x) e
F[x]. We let L2 be the splitting field of130:) over L1. Then L; is a splitting field over F
also and is a normal extension of F by radicals. We can form L2 from L1 via repeated
steps as in Lemma 49.3, passing to a splitting field of x"2 — 47(012)"2 at each step. By
Lemma 49.3 and Exercise 7, we see that the Galois group over F of each new extension
thus formed continues to be solvable. We continue this process of fomiing splitting
fields over F in this manner: At stage i, we form the splitting field of the polynomial

fie) = H [(J!" — mom]
«ECKLi—n/I")

over L,-_1. We finally obtain a field L = L, that is a nomial extension of F by radicals,
and we see that G(L/F) is a solvable group. We see from construction that K 5 L.

To conclude, we need only note that by Theorem 46.8, we have G(E/F) : G(L/F)/
G(L/E). Thus G(E/F) is a factor group, and hence a homomorphic image, of G(L/F).
Since G(L/F) is solvable, Exercise 31 of Section 18 shows that G(E/F) is solvable.

O

The Insolvability of the Quintic

It remains to find a polynomial f(x) 6 Q[x], whose splitting field has Galois group S5.
The polynomial f(x) = 2x5 — 5x4 + 5 does the trick as we now show. To begin, we
prove the following theorem that gives a simple condition for a subgroup of S5 to actu-
ally be all of S5. We will use this theorem to show that the Galois group of the splitting
field off(x) over Q is isomorphic with S5.

Let H be a subgroup of S5. IfH has a transposition and a 5-cycle, then H = S5.

We can assume, by relabeling the points being permuted, that the 5-cycle (0,1, 2, 3,4)
is in H and the transposition (0,1), j ¢ 0, is also in H. We think of S5 as perrnuting the
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elements in Z5. By conjugating with the 5-cycle (0, 1,2, 3, 4)’, we have that for each
Osrsk

(0.1.2.3,4)'(0,J')(0, 1.2.3.4 _' = (r,r+j),

where addition is in Z5. Thus (0,}) and (i, 2]) are both in H; and therefore

(0,1302 2D(0,J) = (0,21) 6 H.

As before, by conjugating (0,2)) with (0,1,2, 3,4)' we have (r,r+2j)eH for
0 5 r S 4. Now,

(0, 21301, 313(0, 21) = (0, 3D E H-
Again, conjugating with powers of (0, l, 2, 3, 4) shows that (r, r + 31') e H. Furthermore,

(0. 313(31, 413(0, 31') = (0.41) E H
and (r, r + 41') e H. Summarizing, we have that

{(r,r+sj|r e Z5 ands: Z;} 6 H.

But

{sjls e 2;} =Z;

since j 7E 0 is a unit in the field Z5. Therefore, H contains all the transpositions in the
set

{(r,r+sj)|r e Z5 ands e Z;} = {(r,r+t)|r e Z5 andt e Z;}.

This is the set of all transpositions in S5. By Theorem 8.15, H = S5. 9

We now turn our attention back to the polynomial f(x) = 2x5 — 5x4 + 5. We first ob-
serve that f(x) is irreducible over Q by Eisenstein’s criterion, Theorem 28.16, using
p = 5. In order to better understand the zeros off(x), we compute the following.

f(—l)= —2 <0
flm=5>o

f(2)=—11 <0
f(3)=86 > o

The intermediate value theorem from calculus says that iff(x) is a continuous func-
tion andf(a) andf(b) have opposite signs, thenf(x) has a zero between a and b. Since
the polynomialf(x) is continuous, we have at least three real number zeros off(x); one
between —1 and 0, one between 0 and 2, and the third between 2 and 3. The derivative
off(x) is

f(x) = 10x4 — 20x3 = 10x3(x — 2).
The only zeros off’(x) are 0 and 2. By the mean value theorem from calculus, between
any two real number zeros off(x), there is a zero off’(x). Therefore, there cannot be
more than three zeros off(x) that are real numbers. Let K be the splitting field off(x)
over Q. Sincef(x) is irreducible over Q and Q is a perfect field, K contains five distinct
zeros off(x). Thusf(x) has two complex zeros, and they are complex conjugates.

We have that G(K/Q) is isomorphic with a subgroup of the permutation group of
the zeros off(x). The isomorphism maps each a to the permutation given by the map a
restricted to the zeros off(x). For any zero a e K off(x),

[Q(¢¥) : Q] = dcg(il'r(a, Q» = (163005)) = 5-
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Thus

|G(K/Q)l = [K I Q] = [K : 0(a)] - [0(a) : Q] = [K : Q(0t)] - 5-
Cauchy’s Theorem 14.20 says that G(K/Q) has a subgroup of order 5 and therefore
an element of order 5. So G(K/Q) has an element that permutes the zeros off(x) in a
5-cycle, since the only elements in 55 that have order 5 are the 5-cycles. Also, complex
conjugation is an element in G(K/Q) that fixes each real zero off(x) and switches the
two complex zeros. Thus an element of G(K/Q) permutes the zeros off(x) by a 2-cycle.
By Theorem 49.5, G(K/Q) is isomorphic with 55.

49.6 Theorem There is a polynomial in Q[x] that is not solvable by radicals.

Proof As we just discovered, f(x) = 2x5 — 5x4 + 5 is one such polynomial since its splitting
field over Q has Galois group isomorphic with S5, which is not a solvable group. Q

There are many other polynomials that are not solvable by radicals. In the proof
given above, we need a few key properties for the polynomialf(x) to have Galois group
S5. First we require that f(x) be an irreducible polynomial over Q with degree 5. We
then exploit the fact thatf(x) has three real zeros and two complex zeros. As long as a
polynomial meets these conditions, the polynomial is not solvable by radicals. The set
of polynomials with these properties is infinite as shown in Exercise 8.

Exercise 9 gives a different approach to constructing polynomials in F[1:] whose
Galois group over F is S5, where F is a subfield of R. This approach also shows that
there are an infinite number of polynomials that are not solvable by radicals, although
the polynomials do not have rational coefficients. While Exercises 8 and 9 both produce
an infinite nlunber of polynomials that are not solvable by radicals, in Exercise 8 the
number is countable while in Exercise 9 the number is uncountable.

I EXERCISES 49

Concepts

1. Can the splitting field K of x2 + x + 1 over Z2 be obtained by adjoining a square root to Zz of an element in
Z2? Is K an extension of Z2 by radicals?

2. Is every polynomial in F[x] of the form ax8 + bis + a" + dx2 + e, where a a": 0, solvable by radicals over F,
if F 5 1R? Why or why not?

3. Determine whether each of the following is true or false.

8. let F be_a field of characteristic 0. A polynomial in F[x] is solvable by radicals if and only if its splitting
field in F is contained in an extension of F by radicals.

I). let F be_a field of characteristic 0. A polynomial in F[x] is solvable by radicals if and only if its splitting
field in Fhas a solvable Galois group over F.

c. The splitting field of x17 — 5 over Q has a solvable Galois group.
:1. Iff(x) e Q[x] is any polynomial of degree five having three real zeros and two complex zeros, thenf(x) is

not solvable by radicals.
e. The Galois group of a finite extension of a finite field is solvable.
f. No quintic polynomial is solvable by radicals over any field.
g. Every 4th degree polynomial over a field F 5 IR is solvable by radicals.
h. The zeros of a cubic polynomial over a field F 5 R can always be attained by means of a finite sequence of

operations of addition, subtraction, multiplication, division, and taldng square roots starting with elements
in F.
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i. The zeros of a cubic polynomial over a field F of characteristic 0 can never be attained by means of a finite
sequence of operations of addition, subtraction, multiplication, division, and taking square roots, starting
with elements in F.

j. The theory of subnormal series of groups plays an important role in applicafions of Galois theory.

Theory

4. Let F be a field, and let f(x) = ax2 + bx + c be in F[x], where a 79 0. Show that if the characteristic of F is
not 2, the splitting field off(x) over F is F(«l b2 — 4ac). [Hint: Complete the square, just as in your high school
work, to derive the “quadratic formula.”]

5. Show that if F is a field of characteristic different from 2 and

f(x) = ax‘ + bf + c,
where a # 0, thenf(x) is solvable by radicals over F.

6. Show that for a finite group, every refinement of a subnormal series with abelian quotients also has abelian
quotients, thus completing the proof of Lemma 49.3. [Hint: Use Theorem 16.8.]

7. Show that for a finite group, a subnormal series with solvable quotient groups can be refined to a composition
series with abelian quotients, flius completing the proof of Theorem 49.4. [Hint Use Theorem [6.8.]

8. Let p be a prime number and f(x) = x5 — pzx + p e Q[x]. Prove that f(x) is not solvable by radicals. [Hintz
Mimic the proof that 2x5 — 5x4 + 5 is not solvable by radicals]

9. This is an alternate method of finding a polynomial with coefficients in a field F, a subfield of IR, whose Galois
group over F is S5.

a. Suppose that F 5 R is a countable field and x is an indeterminate. Show that F[x], F(x), and the set of real
numbers that are algebraic over F are all countable sets.

I). Show that there is a sequence of real numbers y1,y2, - - - e R, with yl transcendental over Q, and for each
i > 1, y,- is transcendental over Q0109, . . . ,yi_1).

c. Using the notation ofpart b), let K = Q01,y2,y3,y4,y5) and
5

f(x) = 1'[(x — y.-).
i=1

Let sl , 52, 33, 54, 55 be the value of the elementary symmetric functions (as defined in Section 47) evaluated
at y1,y2,y3.y4.ys. Show thatf(x) e F = Q(S1,32,33.S4,S5).

d. Show that K is the splitting field off(1:) over F and G(K/F) is isomorphic with S5.
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Appendix: Matrix Algebra

A1 Example

We give a brief summary of matrix algebra here. MatIices appear in examples in some
chapters of the text and also are involved in several exercises.

A matrix is a rectangular array of numbers. For example, the army

2 —1 4
[3 12] (1)

is a matrix having two rows and three columns. A matrix having m rows and n columns
isanmxnmatrix, so Matrix (1) is a2x3 matrix. Ifm=n, the matrix is square.
Entries in a matrix may be any type of number—integer, rational, real, or complex. We
let mnOR) be the set of all m x n matrices with real number entries. If m = n, the
notation is abbreviated to MAR). We can similarly consider Mn(Z), M2X3(C), etc.

Two matrices having the same number m of rows and the same number n ofcolumns
can be added in the obvious way: we add entries in corresponding positions.

In M2x3(Z), we have

2 —1 4 l 0 —3 _ 3 —1 1
312+2—71_5—63' A

We will use uppercase letters to denote matrices. IfA, B, and C are m x n matrices,
itiseasily seenthatA+B =B+AandthatA+(B+C) = (A+B)+C.

Matrix multiplication, AB, is defined only if the number of columns of A is equal
to the numberofrows ofB. That is, ifA is anm x nmatrix, theaust beann x 3
matrix for some integer s. We start by defining as follows the product AB where A is a
1x nmatn‘xandBisann X lmatrix:

b1
b2

AB=[a1 a2 an] : =a1b1+azb2+---+a..bn. (2)

bn
Note that the result is a number. (We shall not distinguish between a number and the
1 x 1 matrix having that number as its sole entry.) You may recognize this product as
the dot pmduct of vectors. Matrices having only one row or only one column are row
vectors or column vectors, respectively.

391



392

A2 Example

A3 Example

A4 Example

Appendix: Matrix Algebra

We find that

1
[3 -7 2] [4] = (3)(1)+(—7)(4)+(2)(5) = —15.

5 A

LetAbeanm xnmatrixandletBbeann xsmau'ix.Notethatthenumbernof
entries in each row of A is the same as the number n of entries in each column of B.
The product C = AB is an m x 3 matrix. The entry in the ith row andjth column ofAB
is the product of the ith row of A times the jth column of B as defined by Eq. (2) and
illustrated in Example A2.

Compute

3 1 2 1
AB=[f_-lg] 141—1.

—1 0 2 1

SolutionNotethatAisSandBis3x4.'I'husABwillbe2x4.Theentryinits
second row andthirdcolurnn is

2
(2nd rowA)(3rd column B) = [1 4 6] [1] = 2+4+ 12 = 18.

2
Computing all eight entries ofAB in this fashion, we obtain

2—296]
AB=[1 17 18 3

The product

[i ‘1 2] [Z i]
is not defined, since the number of entries in a row of the first matrix is not equal to the
number of entries in a column of the second matrix. A

For square matrices of the same size, both addition and multiplication are always
defined. Exercise 10 asks us to illustrate the fact that matrix multiplication is not com-
mutative.

That is, AB need not equal BA even when both products are defined, as for A, B e
M2(Z). It can be shown that A(BC) = (AB)C and A(B + C) = AB +AC whenever all
these expressions are defined.

We let 1,, be the n X n matrix with entries 1 along the diagonal from the upper-left
comer to the lower-right comer, and entries 0 elsewhere. For example,

10 0
13: 010

0 01

ItiseasytoseethatifA isanyn x smatrixandBisany r x nmatrix, thenInA =A and
BI,l = B. That is, the matrix 1,, acts much as the number 1 does for multiplication when
multiplication by 1,. is defined.
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Let A be an n x n matrix and consider a matrix equation of the form AX = B,
where A and B are known but X is unknown. If we can find an n x n matrix A"1 such
thatA"A = AA'1 = I", then we can conclude that

A‘1(AX) = A-IB, (A‘IA)X = .443, 1,,X = A-IB, X = A-IB,

and we have found the desired matrix X. Such a man'ix A‘l acts like the reciprocal of a
number: A'lA = 1,. and (l/r)r = 1. This is the reason for the notation A".

IfA'1 exists, the square matrix A is invertible and A‘1 is the inverse of A. IfA"1
does not exist, thenA is said to be singular. It can be shown that if there exists an n x n
matrix A‘1 such that A'lA = I", then AA‘1 = I,l also, and furthermore, there is only
one matrix A‘1 having this property.

Let

“E g].
Wecancheckthat

[—4 9] [2 9]=[2 9] [—4 9]=[1 0]
l —2 1 4 1 4 l — 0 1 '

Thus,

_,_ —4 9A —[1_2]- .
We leave the problems of determining the existence ofA‘1 and its computation to

a course in linear algebra.
Associated with each square n x n matrix A is a number called the determinant

of A and denoted by det(A). This number can be computed as sums and differences
of certain products of the numbers that appear in the matrix A. For example, the

determinant ofthe2x2matrix :5 is ad—bc. Note thatan nx 1 matrix with
real number entries can be viewed as giving coordinates of a point in n-dimensional
Euclidean space R". Multiplication of such a single column matrix on the left by a real
n x n matrix A produces another such single column matrix corresponding to another
point in IR". This multiplication on the left by A thus gives a map of IR" into itself. It can
be shown that a piece of R" of volume V is mapped by this multiplication by A into a
piece of volume |det(A)| - V. This is one of the reasons that detemlinants are important.

The following properties of determinants for n x n matrices A and B are of interest
in this text:

det(In) = l
det(AB) = det(A) det(B)
det(A) 9E 0 if and only ifA is an invertible matrix
If B is obtained fromA by interchanging two rows (or two columns) ofA, then
det(B) = — det(A)

5. If every entry ofA is zero above the main diagonal from the upper left comer
to the lower right comer, then det (A) is the product of the entries on this
diagonal. The same is true if all entries below the main diagonal are zero.

“9
’9

”.
"
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I EXERCISES A

Appendix: Matrix Algebra

In Exercises 1 through 9, compute the given arithmetic matrix expression, if it is defined.

'—2 4 4 —1. _1 SH]
'1+i —2 3—i

2' _ 4 i 2—i

a]W.- i—l
l+i

—2+i
0

3- " EH?" 1+2]‘1][—? 3.] s. [3. ;][§ i '2]

'9
3:

...

1
4'_3

- 104—1 1131' 1a ]“7 7-[ ][ ]_3 2[31] —214—2:
- 4 .41—1 1—1

8'10] 9'[i 1]
10. Give an example in M2(Z) showing that matrix multiplication is not commutative.

—1
11. Find [—(1) (1)] , by experimentation if necessary.

2 o o ‘1
12. Find 0 4 0 , by experimentation if necessary.

0 0 —l
3 0 0

13. HA = 10 —2 0 , find det (A).
4 l7 8

l4. Prove that ifA, B 5 MAC) are invertible, then AB and BA are invertible also.
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Notations

sues
a

¢a¢s
(x|P(x)}

BgA
BCA
A X B

Z
Q
]R
C

z+’ 0+, R+
lit, 0*, R*. C*

.92
MI

4% :A —> B
¢(a)
¢[Al

(-)
¢—1

R0
.5

Z/nZ
Ema E b(mod n)

9’ (A)
U
c
+c
Un

membership, 1
empty set, 1
nonmembership, 1
set of all x such that P(x), 1
set inclusion, 2
subset B ;E A, 2
Cartesian product of sets, 2
integers, 2
rational numbers, 2
real numbers, 3
complex numbers, 3
positive elements of Z, Q, R, 3
nonzero elements of Z, Q, R, C, 3
relation, 3
number of elements in A, 3; as order of group, 41
mapping ofA into B by ¢, 3
image of element a under 4:, 4
image of set A under (it, 4
one-to-one correspondence, 4
the inverse function of 4:, 4
cardinality of 2+, 4
cell containing x e S in a partition of S, 6
residue classes modulo m, 6
congruence modulo n, 6
power set ofA, 8
set ofallz e C such that lzl = l, 36
setofallx eluchthatO sx < c, 33
addition modulo c, 33
group of nth roots of unity, 37
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*,a * b
o,fog,or

e
mn(S)

Mn(S)
GL(n, 1R)

det(A)
a‘l, —a

H 5 G;K 5 L
H < G;K < L

(a)

n2

AT

gcd
nieISi.

51nSZFl---nSn
SA

Sn
n!

Du
An

aH,a+H
Ha,H+a

(G = H)
10

L131",
Bl sx-uxBn

i=1
69” Grr=1

1cm

H 5 G
SL (1:, 1R)

(#1:
"i

¢"[B]
Karo»)

G/N; R/N

Gx
RLV]

RlX1.x2.'-- .xnl
For)

F(X1.--- .Xn)

{0,1,2,--- ,n — 1), 32
cyclic group [0, 1, ~ ~ - ,n — 1} under addition modulo n, 38
ring [0, l, - - - ,n — 1} under addition and multiplication

modulo n, 189
binary operation, 11
function composition, 14, 41
identity element, 20
m x n matrices with entries from S, 22, 393
n x n matrices with entries from S, 22, 393
general linear group of degree n, 22, 23
determinant of square matrix A, 28, 395
inverse of a, 15
subgroup inclusion, 52; substructure inclusion, 192
subgroup H yé G, 52; substructure K 7E L, 192
cyclic subgroup generated by a, 56
principal ideal generated by a, 256
subgroup of Z generated by n, 56
subring (ideal) of Z generated by n, 245
transpose ofA, 57
greatest common divisor, 63, 283, 304
intersection of sets, 71

group of permutations ofA, 43
identity map, 43
symmetric group on n letters, 43
n factorial, 43
nth dihedral group, 47
alternating group on n letters, 84
left coset ofH containing a, 98
right coset of H containing a, 100
index ofH in G, 137
Euler phi-function, 105, 204
Cartesian product of sets, 88

direct product of groups, 88, 89
direct sum of groups, 89
least common multiple, 90
natural subgroup of “21:1 G, 91
H normal subgroup of G, 116
special linear group, 117
evaluation homomorphism, 191
projection onto ith component, 248
inverse image of the set B under 4:, 78
kernel of homomorphism (b, 78
factor group, 117; factor ring, 247
canonical residue class map, 118, 119
inner automorphism, 120
center of the group G, 130
commutator subgroup, 130
subset of elements of X fixed by g, 136
isotropy subgroup of elements of G leaving x fixed, 137
orbit of 1 under G, 143
polynomial ring with coefficients in R, 220
polynomials in n indeterminates, 299
field of quotients of F[x], 222
field of rational functions in n indeterminates, 223



¢p(X)
End(A)

RG
FG

lHI
ACC

F"
F[x]
V(S)

“17'“ .br)
lt(f)
1W)

in“. F)
(16:01.10

F(at)
[E i 1"]

17011.". .dn)
fi-

17"
GFQJ")

HN
H V N
N[H]
F[A]

(xj i ri)
0 lb

UFD
PID

UieISi.
Sl USzU---US,,

v

N(at)
\l’a,fi

Eran’EH
CUE/F)

ME)

cyclotomic polynomial of degree [1 — 1, 236
endomorphism ofA, 260
group ring, 262
group algebra over the field F, 263
quaternions, 264, 265
ascending chain condition, 280
Cartesian product, 299
ring ofpolynomials inxl, - - - ,xn over F, 299
algebraic variety of polynomials in S, 300
ideal generated by elements b1, ' ' ' ,b,, 300
leading term of the polynomialf, 306
power product of lt(f), 306
irreducible polynomial for a over F, 317
degree ofa over F, 317
field obtained by adjoining a to field F, 317
degree ofE over F, 321
field obtained by adjoining a1, - - .
algebraic closure of F in E, 325
an algebraic closure of F, 325, 326
Galois field of orderp", 337
product set, 148
subgroup join, 148
normalizer of H, 152
free group on A, 175
group presentation, 181
a divides (is a factor of) b, 278
unique factorization domain, 278
principal ideal domain, 278
union of sets, 280

,an toF, 323

Euclidean norm, 288
norm of a, 294, 296
conjugation isomorphism of F(a) with F(fi), 347
subfield of E fixed by all a,- or all a e H, 345
automorphism group of E over F, 346
automorphisms that fix E, 367
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Answers to Odd-Numbered
Exercises Not Asking for
Definitions or Proofs

SECTION 0

1. {— J3, £1
3. {1, —1,2, —2, 3, —3,4, —4,5, —5, 6, —6, 10, —10, 12, —12, 15, —15,20, —20, 30, —30, 60, —60}
5. Not a set (not well defined). A case can also be made for the empty set Z.
7. The set 21
9. It is not a well-defined set.

35.

37.
41.

. (a, 1), (a, 2), (a, c), (b, 1), (b, 2), (b, c), (c, 1), (c, 2), (c, 0)
Draw the line through 1’ and x, and let y be the point where it intersects the line segment CD.
Conjecture: n(.U7’ (A)) = 25. (Proofs are usually omitted from answers.)
102,105,103!) :12“) = 2% = um. (The numbersx where o 5 x 5 1 can be written to base 12 and to base 2 as well
as to base 10.)
l 25. 5 27. 52

. Not an equivalence relation

. Not an equivalence relation.
An equivalence relation;
T={1,2,... ,9},
F)=(10,11,--- ,99},
W = {100,101,--- ,999], and in general
W=(10n,1o"+1,m ,1o"+1 — 1}

...,—3,0,3,...], {...,—2,1,4,...}, {...,—5,—2,1,...]

...,—4,0,4,...}, {...,—3,1,4,...}, {...,—6,—2,2,...], {...,—5,—1,3,...}
1:. {...,—5,0,5,...}, {...,—4,1,6,...}, {...,—3,2,7,...], [...,—2,3,8...}, [...,—1,4,9,...}
1 = {x e Z Ix + n has remainder 1} depends on the value of n.
The name Mo-to-Mofinction suggests that such a functionf should carry every pair ofdistinct points into two distinct
points. Such a function is one to one in the conventional sense. (If the domain has only one element, a function cannot
fail to be two to two, since the only way it can fail to be two to two is to carry two points into one point, and the set
does not have two points.) Conversely, every function that is one to one in the conventional sense carries any pair of
points into two distinct points. Thus the functions conventionally called one to one are precisely those that carry two
points into two points, which is a much more intuitive unidirectional way of regarding them. Also, the standard way of
trying to show a function is one to one is precisely to show that it does not carry two points into just one point. Thus,
proving a function is one to one becomes more natural in the two-to-two temiinology.

9'
?
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402 Answers to Odd-Numbered Exercises

SECTION 1

e, b,a 3. a, c. a: is not associative.
Top row: d; second row: a; fourth row: c, b.
Not commutative, not associative
Commutative, associative, has identity.
Not commutative, not associative
8, 729’ n[II(II+1)/2]
"(n—1):
AnidentityinthesetSwithoperation* isanelemente e Ssuchthatforalla e S,a*e = eata = a.
Yes 23. No. Condition 2 is violated.
No. Condition 1 is violated.
a. Yes. I). Yes
Let S: {?,A]. Define >1: and :1" on S by a*b=? and a*’b = A for all a,b 65. (Other answers are possible.)
True 33. True
False. Letf(x) = x2,g(x) = x, and h(x) = 2x + 1. Then
(f(x) — g(x)) — h(x) = x2 — 3x — 1 but
f0?) - (8(x) —h(x)) =x2 — (-x— 1) =12 +x+ 1.

37. True
39. True 41. False. Let :1: be + and let *’ be on Z.

SECTION 2

1. No. 33 fails. 3. No. 5% fails. 5. No. 3 fails.
7. 553
9. 5%

11. Yes 13. Yes
15. No. The matrix with all entries 0 is upper triangular, but has no inverse.
17. Yes.
19. (Proofs are omitted.) c. —1/3
21. 2, 3. (It gets harder for 4 elements, where the answer is not 4.)
25. a. F c. T e. F g. T i. F
35. 122.112

SECTION 3

1. —i 3. —l 5. 20—9i
7. 17 — 151' 9. —4+4i

1 1 -11. n2 +e2 13' fi(‘75 ‘ 75’)
—3 515. fl (— + —i)J37 J37 f

l l 1 1 3 3 3
17. —:l:—i,——:t:—i 19. 3i,:|:———i

J5 J2 J2 Ji 2 3 2
21. fiii,:tzi,—./§:ti 23. 7 25. E 27. J2
29. x=6 31. 5 33. 1,7
37. :0 (-> 0,;3 (-> 7,;4 94,;5 61,;‘6 <-> 6,;7 <-> 3
39. With g <-> 4, we must have {2 <-> 2, {3 <-> 0, and {4 <-> 4 again, which is impossible for a one-to-one correspondence.
41. Multiplying, we obtain

zlzz = |21||22|[(cos 01 cos 92 — sin 01 sin 02) + (cos 01 sin 02 + sin 91 cos 92):]

and the desired result follows at once from Exercise 40 and the equation |z1 ||z;| = |l2|.
45. Letf : Rb —> cbegivenbyflx) 2 ix.
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SECTION 4

l(123456) 3(123456)
'123654 '341625

5 (1 2 3 4 5 6)
' 2 6 1 5 4 3

7. l 9. l
ll_a.(12345678)

4 3 2 5 1 6 7 8
b. 1 2 3 4 5 6 7 8

(8 6 4 2 1 7 3 5)
e. (1 2 3 4 5 6 7 8)

2 3 1 5 4 7 8 6
13. a. p6 I). p c. up") (1. up“)
15. {1,2, 3, 4, 5, 6} 17. {1,5}
19. 8. These are “elementary permutation matrices,” resulting from permuting the rows of the identity matrix. When

another matrix A is multiplied on the left by one of these matrices P, the rows ofA are permuted in the same fashion
that the rows of the 3 x 3 identity matrix were permuted to obtain P. Because all 6 possible permutations of the
three mws are present, we see they will act just like the elements of S3 in permuting the entries 1, 2, 3 of the given
column vector. Thus they form a group because S3 is a group.

b. The symmetric group 53.
21. Need to add that 4) is one/to-one and onto.
B. This is a good definition.
25. Not a permutation 27. Not a permutation
29. a. T e. T e. F g. F

SECTION 5

1. Yes 3. Yes 5. Yes 7. Q+ and {fin I" e z} 9. Yes
11. No. Not closed under multiplication.
13. Yes
15. a. Yes b. No. It is not even a subset of 15.
17. a. No. Not closed under addition. I). Yes
19. a. Yes b. No. The zero constant function is not in F.
21. a. —50, —25,0, 25,50 b. 4, 2, 1, 1/2, 1/4 c. 1.7:,n2, l/Jr, 1/7:2 d. l, p3, [16, p9, p12, .015

e. l,(l,2,3)(5,6), (1,3,2), (5,6), (1,2,3), (1,3,2)(5,6)

23. Allmatricestl) '1' forneZ
. 4" o o —22"+125. Allmatnces ofthe form [0 4"] or [_22n+1 0 ] forn e Z

27. 4 29. 3 31. 4 33. 2 35. 3
39. a. T c. T e. F g. F i. T
41. This is a subgroup: l is in the set, the set is closed under function composition, and if a(b) = b, then a‘1(b) = b.
43. This is not a subgroup. LetA = Z, B = 2+, and b =1. The permutation a(n) = n +1 mapping Z to Z is in the set,

but a“ is not in the set.

SECTION 6

1. q=4,r=6 3. q=—5,r=3 5. 8 7. 60
9. 4 11. 24 13. 2 15. 2 17. 6 l9. 4

21. An infinite cyclic group
23. 75 25. 6 27. 12 29. 30
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31.

<3>/ z.,\(2>
\(6)< >(4)

(0)
33. z,

é)

(f)

(0)
41. a. T c. F e. T g. F i. T
43. < Q,+ > 45. Thereisnone.

47. i, —i 49. 342m in
63. (p—1)p’-‘

SECTION7

1. 0,1,2,3,4,5,6,7,8,9,10,ll 3.
5. ,—24,—18,—12,—6,0,6, 12, 18, 24,
7. {1,pz,p4.p6.M.MP2:llP4-I‘P6) 9. a.c he (:11

11.

e a b c d f

e e a b c d f

a a e c b f d

b b d e f a c

c c f a d e b

d d b f e a

c d a b e

13. Choose a pair of generating directed arcs, call them arc] and ac, start at any vertex of the digraph, and see if the
sequences am], an? and and, am] lead to the same vertex. (This corresponds to asking if the two corresponding
group generators commute.) The group is commutative if and only if these two sequences lead to the same vertex for
every pair of generating directed arcs.

15. It is not obvious, since a digraph of a cyclic group might be formed using a generating set of two or more elements, no
one of which generates the group.

19. :1. Starting from any vertex a, every path through the graph that terminates at that same vertex a represents a product
of generators or their inverses that is equal to the identity and thus gives a relation.

I). a4 = e,b2 = e,(ab)2 =e
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SECTION 8

l.
3.

21.

Homomorphism
Homomorphism
Not a homomorphism
Homomorphism
Not a homomorphism
Kerw) = (4)-
Ker(¢) = ((5. 3))-
{0.0)
{1,2,5}, {3}, {4,6}
{l,2,3,4, 5}, {6},{7, 8}
{2nln eZ},{2n+ 1 lit 6 Z}

23. (l, 8) (3, 6, 4) (5, 7)=(1, 8) (3, 4) (3, 6) (5, 7)
25. (1, 5, 4, 8) (2, 3) (6, 7) =0, 8) (1, 4) (1, 5) (2, 3) (6, 7)
31. a. F c. F e. F g. T i. T k. T

SECTION!)

1. Element Order Elemem Order
(0, 0) 1 (0, 2) 2
(1. 0) 2 (1, 2) 2
(0, l) 4 (0, 3) 4
(l, l) 4 (1, 3) 4

The group is not cyclic
3. 2 5. 9 7. 60
9. {(0. 0). (0. 1)). [(0. 0). (1. 0)). ((0. 0). (1. 1)]
ll.

13.
15.
l7.
19.
21.
L3.

31.

33.

37.

{(0. 0). (0. 1). (0. 2), (0, 3)}
{(0. 0). (0. 2). (1. 0), (1, 2)}
{(0. 0). (1. 1). (0. 2). (1. 3)}
30 x 23,215 x Z4,Z12 X Z5,Z5 X Z3 x Z4

168
180
Z812 X2412 X22 X12
Zszyzz X Z16.Z4 X z3,12 X 7/2 X 1812 X z4 X Z4.
z2XZ2X12XZ412><Z2X12X12><Zz
Z9 X z121.13 X Za X z121,z9 X z11 X Z11.13 X Za X Z11 X z11

n|2|3|4|5|6|7|8
a.

numberofgroups|213|5|7|11|15|22

b.1)225 13225 mm
a. It is abelian when the arrows on both n-gons have the same (clockwise or counterclockwise) direction.
I). Z2 x Z"
c. When n is odd.
(I. The dihedral group D".
Z2 is an example.
53 is an example.
Thenumbersarethesame. 41. {—1,1}

405
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SECTION 10

1. 4Z={m,—8,—4,0,4,8,---)
1+4Z={~~- .—7.-3.1.5.9.-"}2+4z={.~ ,—6,—2,2,6,10,-~-)
3+4z={~-- ,-5,—1,3.7.11,~~l

3. {0, 3, 6, 9, 12, 15}, {1,4,7, 10, 13, 16}, {2,5, 8,11,14,17}
5. (18) = {0,18},1 + (18) = (1, 19),2+ (18) = {2,20},--- , 17 + (18) = {17,35}
7- {1.1m}. {mu/)2}. {19.1493}. {p341} They are diffmnt-
9. {1422}. {p.p3}, {mu/)2}. (up.up3)

11. 4
13. 12 15. 24
21. 22 5 Z has only 2 cosets.
23. G = 22, subgroup H = 74.
25. Impossible. The number of cells must divide the order of the group, and 12 does not divide 6.

SECTION 11

1. a. The only isometries of IR leaving a number c fixed are the reflection through c that carries 6 +1: to c -x for all

3.

5.

9.

11.
17.
19.

x 6 IR, and the identity map.
I). The isometries of R2 that leave a point 1’ fixed are the rotations about P through any angle 9 where 0 5 9 < 360°

and the reflections across any axis that passes through P.
c. The only isometries of ]R that carry a line segment into itself are the reflection through the midpoint of the line

segment (see the answer to part (a)) and the identity map.
(I. The isometries of R2 that carry a line segment into itself are a rotation of 180° about the midpoint of the line

segment, a reflection in the axis containing the line segment, a reflection in the axis perpendicular to the line
segment at its midpoint, and the identity map.

e. The isometries of R3 that carry a line segment into itself include rotations through any angle about an axis that
contains the line segment, reflections across any plane that contains the line segment, and reflection across the plane
perpendicular to the line segment at its midpoint.

r p u y
I r 1) MY M
p p In Mr M
u M M In W
7 MY M In W

7.

Translation: order 00
Rotation: order any n 2 2 or 00
Reflection: order 2
Glide reflection: order 00

Rotations 13. Only the identity and reflections.
Yes. The product of two translations is a translation and the inverse of a translation is a translation.
Yes. There is only one reflection 1; across one particular line L, and #2 is the identity, so we have a group isomorphic
to Z2.
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21. Only reflections and rotations (and the identity) because n’anslations and glide reflections do not have finite order in
the group of all plane isometries.

25. a. No b. No c. Yes d. No e. D00
27. a. Yes I). No c. No d. No e. D00
29. a. No b. No c. No d. Yes e. Z
31. a. Yes.90°, 180° 1). Yes c. No
33. a. No b. No c. No
35. a. Yes. 180° 1). Yes c. No
37. a. Yes. 120° 1). Yes c. No
39. a. Yes. 120° b. No c. No a. (1,0),(1,./§)

SECTION 12

1. 3 3. 4 5. 3 7. 1
9. 4 11. 3 13. 5 15. 1

21. a. When working with a factor group G/I-I, you would let a and b be elements of G, not elements of G/H. The student
probably does not understand what elements of G/H look like and can write nothing sensible concerning them.

I). We must show that G/H is abelian. Let (1H and bH be two elements of G/H.
23. a. T e. T e. T g. T i. T
35. Example: Let G = N = $3, and let H =[po,p.1}. Then N is normal in G, butH nN = H is not normal in G.

SECTION 13

1. 7/2 3. Z4 5. Z4XZ3 7. Zs 9. Z3xZ4
ll. Z2 x Z 13. Z x Z2
15. mm = c = {1, p2)
17. 2(53 X D4) = [[M}. {1.9)}.C=A3 X {1. p}-
21.a.T c.F e.F g.F i.T
73- {fEF‘If(0) = l}
25. Yes. Letf(x) = 1 forx z 0andf(x) = —1forx < 0. Thenf(x) -f(x) = 1 forallx, sof2 e K“ butfis notinK*. Thus

fK* has order2inF*/K*.
27. U
29. The multiplicative group U of complex numbers of absolute value 1
31. Let G = 22 x Z4. ThenH = ((1,0)) is isomorphic to K = ((0,2)), but G/H is isomorphicto Z4 while G/K is isomor-

phic to Z2 x Z2.
33. a. [e] b. The whole group

SECTION 14

1- X1=X’Xp = {CLXp = {m1,m2,d1,d2,C],n =10].
Km. = {$1.53.M1.M2.C.P1.P31.X,,ps = {32.50.MI.M2.C.P2.P0}.
X” = {2,0,d1,dz,C},XM,2 = {l,3,d1,d2,C}.

g. :1}, 2’ 3s 0], {31:52.53’30}: [mlvmzlv {$11.42}: {C}! {P1)P2!P3!PO}
. l

7. There aredneeorbits: {(14). (#2)}. [(up). (Mp3)l.{(p2)l
9. 3,3;3,1,1,1;1,1,1,l,1,1

11. 8,2; 8,1,1; 4,4,2; 4,4,1,1; 4,2,2,2; 4,2,2,1,1; 4,2,1,1,1,1; 4,1,1,1,1,1,1; 2,2,2,2,2; 2,2,2,2,1,1;
2,2,2,1,1,1,1; 2,2,1,1,1,1,1,1; 2,1,1,1,1,1,1,1,1; 1,1,1,1,1,1,1, 1,1,1

15. A transitive G-set has just one orbit.
17- a. {X1.S2.53.So} and [P1.P2,P3,Pol
21. b. The set of points on the circle with center at the origin and passing through P

c. The cyclic subgroup (2n) of G = R
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25. a. K = goflggl.
I). Conjecture: H and K should be conjugate subgroups of G.

27. X I! Z There are four of them: X, Y, Z, and Z5.
(1 a b a b c

0 a a b a b c

l a b a b c

2 a a b c

3 a b a a c

4 a b b c

5 a b a c a

SECTION 15

1. 5 3. 2 5. 11,712
7. a. 45 I). 231
9. a. 90 I). 6,426

SECTION 16

1.

3.

a. K = {0,3,6,9).
I). 0+K= {0,3,6,9},1+K= {1,4,7,10],2+K= {258,11}.
1:. u(0+K) =0,u(l +K)=2,u(2+K) =1.
a. HN = {0, 2,4, 6, s, 10, 12, 14, 16, 18, 20, 22},H nN = {0,12}.
1). 0+N= [0,6,12,18},2+N = {2,8,14,20},4+N= {4,10,16,22}.
c. 0+(Hmv): {0,12},4+(Hn1v) = {4,16},8+(HnN) = {8,20}.
d. u(0+(HflN)) = 0+N = {0,6,12,18},/2(4+(HnN)) = 4+N = {4,10,16,20},

u(8+(HnN)) = 8+N = {2,8,13,20}.
a. 0+H = (0,4,8,12,16,20},1+H = {1,5,9,13,17,21},

2 + H = {2, 6, 10, 14, 18, 22},3 + H = {3,7,11, 15,19,231.
b. 0+K= [0,8,16},1+K= {1,9,17},2+K= {2,10,18},

3+K= [3,11,19},
4 + K = {4,12,20},5 + K = {5,13,21},6 + K = {6,14,22],
7+K= {7,15,23}.

c. 0+K= {0,8,16},4+K= {4,12,20].
11. (0+ K) + (H/K) = H/K = [0 + K,4 + K] = {{0,s,16},4,12,20}}

(1+K)+(H/K) = (1+K,5 +K} = [{1,9, 17}, {5, 13,21”
(2 + K) + (H/K) = {2 + K,6 + K} = [{2,10, 18],{6, 14,22}}
(3 + K) + (H/K) = [3 + K,7 + K} = [{3,11,19],{7,15,23}}.

e. ¢({{0,8,16],{4,12,20}}) = {0,4, 8, 12, 16, 20},¢({[1,9, 17}, [5, 13, 211])
= {1,5,9,13,l7,21},¢(([2,10,18},{6,l4,22}})= {2,6, 10, 14, 18, 22},
¢({{3, 11, 19}, {7, 15,23") = [3, 7, ll, 15, 19, 23]

SECTION 17

1.
5.
7.

13.

3 3. 1, 3
The Sylow 3-subgroups are ((1, 2. 3)), ((1. 2. 4)). ((1, 3.4)), and {(2, 3,4». Also (3, 4){(1,2, 3)}(3,4) = ((1, 2,4», etc,
1, 2, 3, 4. s. 7, 9, 11, 13, 1s, 17, 19.
a. T c. F e. T g. T i. F
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SECTION 18

l. Thetefinements (0] < 2502 < 102 < 20f{0} < 102 < land {0} < 2502 < 252 < ZofO < 252 < Zareisomor-
phic.

3. {0) < (27) < (9) < 254 and (0} < (18) < (2) < 254
5. Therefinements

{(0,0)} < (48002) x 2 < (2402) x 2 < (602) x 2 < (102) x Z < 2 x 20fthefirst series and
{(0, 0)] < 2 x (48002) < 2 x (4802) < 2 x (802) < 2 x (202) < 2 x 2 of the second series are isomorphic
refinements.

7. {0] < (16) < (8) < (4) < (2) < 243
{0} < (24) < (8) < (4) < (2) < Z48
{0} < (24) < (12) < (4) < (2) < 243
{0] < (24) < (12) < (6) < (2) < 243
{0} < (24) < (12) < (6) < (3) < Z48

9. {(l,0)} < A3 x (0) < S3 x (0) < S3 x 22
{(l,0)} < [1}x22 <A3 x22 <53 XZ2
{(l,0)} <A3 x (0) <A3 x22 <S3 x [Q

11. {llXZ4 13.(L)XZ45{1]X245(L}XZ45---.
17. a. T c. T e. F g. F i. T

i. The Jordan-Hinder theorem applied to the groups 2,, implies the Fundamental Theorem of Arithmetic.
19. Yes. (L) < [1, p} < {1, p, p2, p3] < D4 is a composition (actually a principal) series and all factor groups are isomorphic

to 22 andareflius abelian.

21. Chain (3) Chain (4)
{0} s (12) 5 (12) s (12) {015 (12) < (12) s (6)

5 (12) S (12) S (4) S (6) 5 (6) S (3)
5(2)52245224 5(3)52245744

isomorphisms

(12)/{0) 2’ (12)/(0} 2 Z2. (12)/(12) 2 «WM 210].
(12)/(12) 2’ (3)/(3) ’2 {0). (12)/(12) 2 (12)/(12) =10},
(12)/(12) 2 «WW ’2 {0). (4)/(12) 2 Z24/(3) 2 Z3

(2)/(4) ’1 WM”) 2 Z2. Z24/(2) 2 (3)/(6) 2 12
2324/124 ’2 z24/124 2 (0}

SECTION 19

1. {(1, 1, 0.0.2, 0.0. 1,2)}
3. No. n(2, l) + m(4, 1) can never yield an odd number for first coordinate.
7. 22 < 2, rank r = 1

SECTION 20

1. a. azbza3c3b‘2,b2c—3a‘3b—2a—2 h. a‘1b3a4c6a—1, ac—6a—4b‘3a
3. a. 16 b. 36 c. 36
5. a. 16 b. 36 c. 18

11. :1. Partial answer: {1) is abasis for 24. c. Yes
13. c. A blop group on S is isomorphic to thefree group F[S] on S.
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SECTION 21

1. (a : a4 = l);(a,b : a4 = 1,1; = 02);(a,b,c : a = 1,124 = 1,: = 1). (Other answers arepossible.)
3. Octic group:

1 a a2 a3 b ab azb a3b

1 l a a2 a3 b ab azb a3b

a a a2a31aba2ba3bb

a2 02 a3 l a azb 03b b ab

a3 a3 1 a a2 :91: b ab azb

b ba3ba2bab1a3a2a

ab ab ba3ba2ba1a3 a2

azb azb ab b a3b (12 a 1 a3

a3ba3ba2bab b a3 a2 a 1

Quatemion group: The same as the table for the octic group except that the 16 entries in the lower right corner are

a2 a 1 a3

a3 02 a 1

1 a3 a

a l a3 a2

s. 2... (a,b : a7 =1,b3 =1,ba =a2b)

SECTION 22

l. 0 3. 1 5. (1, 6)
7. Commutative ring, no unity, not a field
9. Commutative ring with unity, not a field

11. Commutative ring with unity, not a field
13. No. {rilr 6 IR} is not closed under multiplication.
15- (1.1).(l.-1).(-l.1).(—l.—1)
17. All nonzero q 6 Q 19. 1, 3
21. Let R = Z with unity land R’ = Z x Z with unity 1’ = (1,1). Let ¢ :R—> R’ be defined by ¢(n) = (n,0). Then

(#0) = (1.0) 9* 1’-
23. ¢1:Z—> tere¢1(n) =O,4>2 : Z—> tere¢2(n) =1:
25. ¢12Z x Z —> tere¢1(n,m) = 0,¢2 : Z x Z —> terc¢2(n,m) = n

«#3 : Z x Z—> tere¢3(n,m) =m
27. The reasoning is not correct since a product (X — I3)(X + 13) of two matrices may be the zero matrix 0 without having

either matrix be 0. Counterexample:
o o 1 2
0 1 0 = 13.
1 0 0

29. 2,10. In the ring Z14 there are nonzero elements 2 and 7 which when multiplied give 0. This is not the case in Z13.
33. a=2,b=3inZ6
35. a. T c. F e. T g. T i. T
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SECTION 23

1. 0, 3, 5, 8, 9, ll 3. No solutions 5. 0 7. 0 9. 12
11. 1,5 are units; 2, 3,4 are 0 divisors.
13. 1,2, 4, 7, 8,11,13,14 are units; 3,5, 6, 9,10,12 are 0 divisors.
15. (1,1),(1, 2), (2, 1), (2, 2) are units; (0, 1), (0, 2), (1,0), (2, 0) are 0 divisors.
17. a4 + 2.22172 + b4 19. a6 + 2.13173 + b6
23. a. F c. F e. T g. F i. F
25. 1. Det(A) = 0. 2. The column vectors ofA are dependent.

3. The row vectors ofA are dependent. 4. Zero is an eigenvalue ofA.
5. A is not invertible.

SECTION 24

1. 3or5 3. Anyof3,5,6,7,10,11,12,or14. 5. 2
7. (p(1) = 1 (72(7) = 6 (p(13)= 12 ¢(19) = 18 ¢(25) = 20

M2) = 1 71(8) = 4 $04) = 6 «420) = 8 4006) = 12
(p(3) = 2 ([20) = 6 «1(15) = 8 (0(21) = 12 (0(27) = 18
(72(4) = 2 (p(10) = 4 «1(16) = 8 (0(22) = 10 (0(28) = 12
(72(5) = 4 (p(11) = 10 ¢(17) = 16 (0(23) = 22 (p(29) = 28
71(6) = 2 M12) = 4 i008) = 6 i0(24) = 8 W30) = 8

9. (p — l)(q — l) 11. 1 + 4Z, 3 + 4Z 13. No solutions
15. No solutions
17 3 + 65Z, 16 + 65Z, 29 + 65Z, 42 + 65Z, 55 + 65Z
19. 1 21. 9
23. a. F c. T e. T g. F i. F

SECTION 25

1. n =pq = 15,(p— l)(q— 1) = s, sothepairsare(3,3),(5,5)
3. n = pq = 33, (p — l)(q — 1) = 20, so the pairs are (3,7), (7,3), (9,9), (11,11), (13,17), (17,13)
5. s = 77
7. a.y=64 b.r= 13 c.6413 525(mod 143)
9. Private key is p = 257, q = 359, n = 92253, r = 1493. Public key is n = 92263 and s = 9085.

SECTION 26

1- {41+qzilq1iqz 6 Q)
15. It is isomorphic to the ring D of all rational numbers that can be expressed as a quotient of integers with denominator

some power of 2.
17. It runs into trouble when we try to prove the transitive property in the proof ofLemma 5.4.2, for multiplicative cancel-

lation may not hold. For R = 25 and T = { 1, 2,4} we have (1, 2) ~ (2,4) since (l)(4) = (2)(2) = 4 and (2, 4) ~ (2, 1)
since (2)(1) = (4)(2) in Z5. However, (1, 2) is not equivalent to (2, 1) because (l)(l) aé (2)(2) in Z5.

SECTION 27

1. f(x) + g(x) = 2x2 + 5,f(x)g(x) = 6x2 + 4x + 6
3. f(x) + g(x) = 5x2 + 5x+ l,f(x)g(x) = x3 + 5x
5. 16 7. 7 9. 2 11. o 13. 2, 3 15. 0,2,4

17. 0, 1,2,3
21. 0,x — 5,2x — 10,):2 — 25,).2 — 5.131:4 — 5.3. (Other answers are possible.)
B. a. T c. T e. F g. T i. T
25. a. TheyaretheunitsofD. b. 1,—1 c. 1,2, 34,55
27. b. F c. F[x] 31. a. 4,27 1). 22 x 22,23 x 23 x z3
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SECTION 28

1. q(x)=x4+13+12+x—2,r(x)=4x+3
3. q(x)=6t4+7x3+2xZ—x+2,r(x)=4
s. 2,3 7. 3,10,5,11,14,7,12,6
9- (X - l)(x + l)(x — 2)(x+ 2)

11. (x—3)(x+3)(2x+3)
13. Yes. Itisofdegree3withnozerosinZ5.

2x3+x2+2x+2
15. Partial answer: g(x) is irreducible over R, but it is not irreducible over C.
19. Yes.p=3 21. Yes.p=5
25. a. T c. T e. T g. T i. T
27. x2+x+1
29. x2+l,x2+x+2,x2+2x+2,2x2+2,2x2+x+1,2x2+2x+1
31. p(p-l)2/2

SECTION 29

1. 32
3. z;
5. a. {(0,0)},{(0,0),(1,1)},z§ 1). {0,0,0}, {(0,0,0), (1, 1, mm;

c.{(0,0,0,0)],[(0,0,0,0),(1,1,l,1)},{(0,0,0,0),(0,1,0,1),(1,0,1,0),(1,1,1,1)),Z;
7. a.x7 +1 =(13 +x+ l)(x4 +x2 +x+ 1) b. Cconsists ofthecyclic shiftsofx3 +x+ 1,x4 +x3 +x2 + 1 together

withOandis+x5 +x4+x3 +12 +x+ 1. eAsinglehitenorcanhedetectedandconected. d.Atwo-biterror
can bedetected, but not corrected.

9. a. Use long division to verify that (x3 + l)(x6 +13 + 1) = x9 + 1.
b.C=[x5+x3+1,x7 +.tt“+.vt,:t3 +x5 +x2,x7 +1:6 +x4+x3 +x+ 1,153 +x7 +x5 +x4+12 +x,x8 +x6+
x5 +x3 +x2+ 1,x3 +x7 +x5+x5 +x4+13 +1:2 +1.:1 +1.0}
c. The minimal weight among the nonzero words is 3, so the minimum distance between two diflerent code words is
3. 50 C detects and corrects a one bit error.
(I. A two-bit error would be detected, but it could not be corrected.

11. x9+1=(x+l)(x2 +x+ l)(16 +13 +1), so the polynomialsx+ 1,12 +x+ 1, 16+]? +1, (x+l)(x2+x+1),
(x+ l)(x6 +x3 + 1), and (12 +x+ l)(x5 +x3 + 1) all generated cyclic codes with code word length 9.

SECTION 30

1. There are just nine possibilities:
¢(1,0) = (1,0) while 42(0, 1) = (0,0) 01(0, 1),
¢(1,0) = (0, 1) while ¢(0, 1) = (0,0) or (1.0),
¢(1,0) = (1, 1) while ¢(0, 1) = (0,0), and
¢(1,0) = (0,0) while ¢(0, 1) = (0,0),(1,0), (0, 1), or (1, 1).

3. (0) = {01.212/1012 112
(1) = {0,1,2,3,4,5,6,7,8,9,10,11),Z12/(1):{0]
(2) = {0, 2,4,6, 8, 10}, 212/(2) 2 Z2
(3) = {0. 3,6,9},Z12/(3) 223

= {0.4. 8L Z12/(4) = Z4
(6) = {0. 6LZ12/(6) 2 lo

9. Letd: : Z —> Z x Zbegivenby¢(n) = (11,0)a E Z.
11. R/R and R/{O} are not of real interest because R/R is the ring containing only the zero element. and R/{O} is isomorphic

to R.
13. Z is an integral domain. 2/42 is isomorphic to Z4, which has a divisor 2 of 0.
15. ((n, n) | n e Z}. (Other answers are possible.)
31. The nilradical of 212 is {0, 6}. The nilradical of Z is [0} and the nilradical of 2:32 is

(0,2,4, 6, 8, - - - .30).
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35. a. IetR=ZandletN=4Z.ThenJlTl=ZZ #42
b. LetR=ZandletN=ZZ.Then«/ITI=N.

SECTION 31

1. {0, 2,4) and {0, 3) are both prime and maximal.
3. {(0,0), (1,0)} and {(0, 0), (0, 1)} are both prime and maximal.
5. 1 7. 2 9. 1, 4 15. 22 x Z 17. 42 x [0]

19. Yes. :2 — 6x + 6 is irreducible over Q by Eisenstein with p = 2.
27. Yes. 212 x Z3
29. No. Enlarging the domain to a field of quotients, you would have to have a field containing two different prime fields

Zp and 24, which is impossible.

SECTION 32

1. 1e+0a+3b 3. 22+2a+2b 5. j 7. (1/50)i- (3/50)]:
9. R‘, thatis,{a1+0i+0j+0k|a1 6 km ;E 0}

11. a. F c. F e. F g. T i. T
c. If |A| = 1, then End(A) = {0}. e. 0 e End(A) is not in Iso(A).

19. a. K = a _i .
b. Denoting by B the matrix with coefficient b and by C the matrix with coefficient c and the 2 x 2 identity matrix by

I, we must check that

32 = 4,02 = —I,K2 = —I,
CK=B,KB = C,CB = —K,KC= —B, andBK: —C.

c. We should check that 4: is one-to-one.

SECTION 33

1- {(0.1),(1.0)}.[(1. 1).(-1. 1)}.[(2. 1).(1.2)}- (Other answers are POSSible-)
3. No. 2(—1, 1,2) — 4(2, —3, 1) + (10, —14.0) = (0.0.0)
5. 1, J2 (answers can vary)
7. Infinite Dimensional
9. Infinite Dimensional

15. a. T c. T e. F g. F i. F
17. a. The subspace of V generated by S is the intersection of all subspaces of V containing S.
19. Partial answer: A basis for F" is

[(1.0.‘-- .0).(0.1.--- .0).--- .(0.0.“' .1»

where 1 is the multiplicative identity of F.
25. a. A homomorphism

b. Partial answer: The kernel (or nullspace) of 4: is {a e V | ¢(a) = 0}.
c. 4: is an isomorphism of V with V’ if Ker(¢) = [0) and :1: maps V onto V’.

SECTION 34

1. Yes 3. No 5. No. 7. Yes
9. InZ[x] :onln—7,—2x+7

InQ[x] :4x—14,x — gfix— 21,—8x+ 28

InZ11[x] : 2x—7,10x—2,6x+ 1,3x— 5,5x—1
11. 26, —26 13. 198, —198
15. It is already “primitive” because every nonzero element of Q is a unit. Indeed 18a»:2 — 12w: + 48a is primitive for all

aeQ,a#:0.
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17. 2(1):2 — 3(1): + 6a is primitive for all a aé 0 in Z7 because every such element a is a unit in Z7.
21. a. T c. T e. T g. F i. F

i. Eitherp or one of its associates must appear in every factorization into imducibles.
23. 2x + 4 is irreducible in Q[x] but not in Z[x].
3]. Partial answer: :3 — y3 = (x — y)(Jt2 + xy + yz)

SECTION 35

1. Yes 3. No. (l) is violated. 5. Yes
7. 61 9. 13+2x—l ll. 66

13. a. T c. T e. T g. T i. T
23. Partial answer: The equation ax = b has a solution in Z,. for nonzero a, b 6 2,, if and only if the positive gcd ofa and

n in Z divides b.

SECTION 36

l. 5=(l+2i)(l—2i) 3. 4+3i=(1+2i)(2-i)
5. 6=(2)(3)=(-1+~/-_5)(-1-~/-_5) 7- 7-i

15. c. i) order 9, characteristic 3 i) order 2, characteristic 2
iii) order 5, characteristic 5

SECTION 37

1. {any}
3. {x + 4, y — 5]
5. By multiplying the first polynomial by —2 and adding to the second polynomial, we have I = (x + y + z, —y + z — 4).

The algebraic variety is [4 — 22,2 — 4, z) | z e R] which is a line through (4, —4, 0).
7. Agter two careful long divisions, I = (Jr2 + x — 2). The algebraic variety is {1, —2}.
9. F

11. a.fl,b.{i,—i}
13. a. T c. T e. T g. T i. T

SECTION38

1. —3x3+7x2yzz—5x2yz3+2xy325
3. syzz—nzzz—7x+3y+107.3
5. 2z5y3x—5z3yx2+7zyzx2—3x3
7. 1023—222y2x+222yx2+3y—7x
9.1<z:2y<x<zz<yz<y2<xz<xy<x2<z3<yz2<y2z<y3<xz2<xyz<

< z< y< <---

11' 3yzzs‘8z7’r5y323-4x 13. 3yz3—8xy—4xz+2yz+3s
15. (y5 +y3.y3 +z.x—y4) 17. 0223 + 3,_3y _ 22.s + 3)
19. {ll 21. {x— 1}
2s. {n+y—s.y2—9y+rs} 1

The algebraic variety is {(1, 3), (— 2’ 6)}.

25. {x+y.y3 —y+1}
The algebraic variety consists of one point (a, —a) where a z 1.3247.

27. a. F c. T e. T g. T i. F
29. Any order with d1 and d2 (in either order) the largest.
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SECTION 39

1. 12—2x—1 3.12-2x+2
5. x12+313—4x542-3x4+é2x2+5
7. Irr(a,Q) =x4 — 3x2 - 63:deg(nt.Q) =4
9. Algebraic, deg(a,F) = 2
ll. Transcendental
13. Algebraic, deg(a,F) = 2
15. Algebraic, deg(a,F) = 1
17. x2+x+l=(x—at)(x+l+ut)
23. a T c. T e.F g.F i.F
25. b. x3+xz +1 =(x—u)(x—ut2)[x—(l+a+a2)]
27. The polynomial irr(a, F) is a generator of the principal ideal of all polynomials in F[x] that have a as a zero. Therefore,

in- is the monic polynomial of minimum degree that has a as a zero. Also, irr(u,F) is the only irreducible monic
polynomial that has at as a zero.

SECTION 40

1. 2,{1,J§) 3. 4.[1.J§.~/i.~/61
5. 6, {1,Ji,~’/EJ2(~’/i).(3/i)2.~/§(3/§)2} 7. 2.11.73}
9. 9,{1.~3/i.€/i.€/§,3/5,~3/fi,€/§.3/fi.3/fi}

11. 2,{1,J§) 13. 2, {1,75}
19. a. F c. F e. F g. F i. F
23. Partial answer: Extensions of degree 2" for n 6 2+ are obtained.

SECTION 41

All odd-numbered answers require proofs and are not listed here.

SECTION 42

1. Yes 3. Yes 5. 6 7. 0

SECTION 43

1. 71—75 3. 3+~/§,3—~/§ 5. fi+i,~/§—i,—~/§+i.—~/§—i
7. Jl+fi.—J1+fi,J1—J§.—Jl—~/i 9~ «5

11. —J§+3J§ 13. —~/§+«/4—5
15. .6 ./§
17- Q(j§n/§m/§) 19. mam) 21. Q
25. a.3—~/§ b.111eyarethesamemaps.
39. Yes

SECTION“

1. 2 3. 4 5. 2 7. l 9. 2
11. fi—>fi.J§—>~/§,«/§—>J§;8fldfi—>fi,fi—>—\/§.«/§—)—«/§
l3. fi—M/Zfi—M/ix/gafl/g; fi—M/ia/ia—Jix/g—M/g;

fia—fin/E—M/ix/g—M/g; fia—fin/ia—fin/ge—Jg
15. There are six extensions. One for each of the combinations where fii maps to ifiiand «3/5 maps to one of a1 , a2, a3.
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17. a. Q(7r2) b. fican map to either :hfii.
l9. 15[E:F] 5n!
21. LetF=QandE=Q(~/§).Then

f(1)=X4-512+6=(x2-2)(x2—3)
hasazeroinE,butdoesnotsplitinE.

SECTION 45

1. a = 3/5 = 2/(.3/§./§)../§ = (.753, 3/5 = («6/52. (Other answers are possible.)
3. a = fi+ J3. a/E = $013 — 1—6101, 5 = get — £113. (Other answers arepossible.)

7. f(x) = x4 — 4x2 + 4 = (13 - 2)2. Heref(x) is not an irreducible polynomial. Every irreducible factor off(x) has zeros
of multiplicity 1 only.

SECTION 46

1. 4 3. 8 S. 4 7. 2
9. The group has two elements, the identity automorphism l of Q(i) and a such that a(i) = —i.

11. nuta1=3/§, a2=3/§_1+“/§, and a3=~3/§_1+“/§.
The maps are
l, where l is the identity map;
.0. when p(d1)= a2 and Mia/5) = i~/§;
102. when 102011) = a3 and pz(i~/5) = i~/§;
II. when M011) = a1 and [Ah/5) = —i~/§;
mo. when #10011) = as and mom/5) = —i~/§;
#92. when #102011) = a2 and #102035) = —i~/§.

c. 33. The notation in (a) was chosen to coincide with the standard notation for D3 2 53.

d. 33—— Dz

\!//
Group diagram

K = K“\

0W5) = K... 0095) = K... om.) = K...» mag) = Kw.

Q = K0,

Field diagram

13. The splitting field of (x3 — l) e Q[x] is (MA/5), and the group is cyclic of order 2 with elements: a, where l is the
identity map of QUfi), and a, where cox/5) = —iJ§.

15. a. F c. T e. T g. F i. F
75. Partial answer: G(K/(E V L)) = G(K/E) n G(K/L)
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SECTION 47

3- 06710: 4717“} +4...6 +2x4 +2822 +1;
004/5): «711:4 - 2;
003/2»: I‘d/5M — 2;
00/5, i): Ji+ i,x4 — 2x2 + 9;
0075 + «3/5»: 3/2 + «3/544 + s;
06% - «3/5»: 3/5 — «3/544 + 8;
00/5): Jixz — 2;
0(1): 13;? + 1;
QWE): N213 + 2;
Q: l,x— l

5. The group is cyclic of order 5, and its elements are

.|..|.2|.3|.4
«72-» | 3/5 | ((3/5) | {2(3/5) | £307?) | £4075)

where .s/Eis thereaISth motof2.
7. The splitting field of x8 — 1 over Q is the same as the splitting field of x4 + 1 over Q, so a complete description is

contained in Example 47.7. (This is the easiest way to answer the problem.)
9. a. “2—s b. 51525—351

SECTION48

3. a. 16 b. 400 c. 2160
5. 3°
7. a. T c. F e. T g. T i. F
9. d>1(x)=x—l

d>z(x)=x+l
d>3(x)=x2+x+l
d>4(x)=x2+l
d>5(x)=x4+x3 +x2+x+l
d>6(x)=xz—x+l

SECTION 49

1. No. Yes, K is an extension of Z; by radicals.
3. a. T c. T e. T g. T i. F (x3 — 2x overQ gives a counterexample.)

APPENDIX

—3 + 21‘ —1 — 4i
1. [i {I 3. 2 —i

0 —i

5 16 —3 l —i5' [0 —1s 24] 7' [4—6i —2—2i]
8 —8i 0 —19. [8i 8] 11. [1 0] 13. —48
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on a group, 132
transitive, 133

Addition
modulo 2n, 37
modulo 0, 33
modulo n, 32, 65

Additive identity, 14
Adjoining elements to field, 321
Al-Tusi Sharaf al-Din, 224
Algebra

fundamental theorem of, 257, 324
group, 261

Algebraic closure, 324
Algebraic closure of F in E, 323
Algebraic element over F, 313
Algebraic extension, 319
Algebraic integer, 378
Algebraic number, 314
Algebraic number theory, 294
Algebraic variety, 298
Algebraically closed field, 323, 327
Alphabet, 172
Alternating group on n letters, 84
Antisymmetric law, 324
Arc

of a diagraph, 72
of a graph, 308

Arithmetic, fimdamental theorem of,
280

Artin, Emil, 225
Ascending central series, 163
Ascending chain condition, 278, 286

Aschbacher, Michael, 127
Associates, 276
Associative operation, 13, 20
Automorphism, 341

of a field, 345
Frobenius, 349
of a group, 68, 118
group of, 345
inner, 118

Axiom of choice, 324, 325
Axis of reflection, 105

Banach, Stefan, 268
Basis

for a finitely-generated abelian
group, 176

for a free abelian group, 167
Grébner, 305
for an ideal, 298
for a vector space, 270

Bessy, Bernard Frenicle de, 201
Betti number, 92
Bijection, 4
Binary operation, 11
Bit, 237
Bit errors, 239
Blip group, 177
Bloom, David M., 82
Blop group, 177
Boolean ring, 194
Bourbaki, Nicholas, 4, 177, 326
Brahmagupta, 288
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Cauchy’s theorem, 136
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Cayley’s theorem, 79
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Chain(s), 324
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ascending, 278, 286
descending, 286

Characteristic of a ring, 198
Chief series, 161
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equivalence, 7
residue modulo n, 6
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Closure, algebraic, 323
Code, 238

polynomial, 241
Code word, 238
Codomain, 3
Coefficients
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torsion, 93, 96

Coloring of graph, 308
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Conjugation isomorphism, 345

419



420 Index

Consequence, 179
Constant polynomial, 219
Constructible number, 329
Constructible polygon, 380
Content of a polynomial, 237, 281
Contraction, elementary, 173
Correction of bit errors, 239
Correspondence, one-to-one, 4
Coset, 97

double, 104
left, 98
right, 100

Coset group, 97
Crelle, August, 21
Cycle(s), 44

disjoint, 44, 45
k-, 44

Cyclic extension, 371
Cyclic group, 56, 61

elementary properties of, 61
finite, subgroups of, 66
structure of, 64

Cyclic linear code, 238
Cyclic subgroup, 55, 61
Cyclotomic extension, 378
Cyclotomic polynomial, 234, 378

Decomposable group, 93
Decryption, 205
Dedekind, Richard, 191, 244
Definitions, 1
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ofa over F, 315
of an extension, 319
of a polynomial, 219

Derivative, 340
Descartes, Rene, 218
Descending chain condition, 286
Detection of bit error, 239
Determinant of a square matrix, 28
Diagonal matrix, 28
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Digraph, 72

are of, 72
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Dimension of a vector space over F,

272
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Direct sum, 89
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Dirichlet, Peter Lejeune, 191
Discrete frieze group, 107
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Disjoint sets, 5
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Distance between two strings, 238
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Division algorithm

for Z, 62
for F[x], 228, 286, 300

Division ring, 190
Divisor, 276, 300

greatest common, 63, 281
of a polynomial, 234
of zero, 194

Domain
Euclidean, 286
of a function, 3
integral, 196
principal idea], 276
unique factorization, 276

Double coset, 104
Doubling the cube, 332

Edges of graph, 308
Eisenstein criterion, 233
Element(s), 1

adjoining to field, 321
algebraic over F, 313
comparable, 324
conjugate over F, 345
equivalent, 212
fixed, 342
idempotent, 19, 31, 193, 199
identity, 14, 20
inverse of, 20
irreducible, 276
maximal, 325
nilpotent, 193, 250
orbit of, 82, 135
order of, 61
prime, 280
primitive, 360
separable over F, 359
transcendental over F, 313

Elementary contraction, 173
Elementary symmetric function, 372
Empty set, 1
Empty word, 172
Encryption, 205

RSA, 206
Endomorphism, 258
Equation, class, 156
Equivalence class, 7
Equivalence relation, 6
Equivalent elements, 212
Errors, bit, 239
Escher M. C., 109
Euclid, 201, 288
Euclidean algorithm, 288
Euclidean domain, 286
Euclidean norm, 286
Euler, Leonard, 21, 34, 202, 381
Euler formula, 34
Euler phi-function, 105, 202
Euler’s theorem, 202
Evaluation homomorphism, 120, 189,

221
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Extension(s), 311

abelian, 370
algebraic, 319
cyclic, 371
cyclotomic, 378
degree of, 319

finite, 319
finite normal, 362
join of, 371
of a map, 351
by radicals, 384
separable, 347, 359
simple, 315

Extension field, 311
External direct product, 91

Factor, 276, 300
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Factor group, 113, 115
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Feit, Walter, 127, 152
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Fermat prime, 381
Fermat’s last theorem, 277
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Fermat’s theorem, 200

Euler’s generalization of, 202
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Ferro, Scipione del, 385
Field, 190
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algebraic closure of, 323
algebraic closure in E, 323
algebraically closed, 323, 327
extension of, 311
fixed, 365
Galois, 335
intermediate, 344
perfect, 359
prime, 254
of quotients, 211, 215
of rational functions, 221
separable extension of, 359
simple extension of, 315
skew, 190
splitting, 347, 349, 353
strictly skew, 190
subfield of, 190
tower of, 311

Field extension, 311
simple, 315

Finite-basis condition, 286
Finite extension, 319

degree of, 319
Finite generating set, 286
Finite group, 25
Finite presentation, 179
Finite-dimensional vector space, 269
finitely-generated group, 71
Fixed elements, 342
Fixed field, 365
Fixed point, 110
Free abelian group, 167

basis for, 167
rank of, 168

Free generators, 174
Free group, 173

rank of, 174
Frey, Gerhard, 277
Frieze group, 107
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codomain of, 3
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composition of, 12, 14
domain of, 3
elementary symmetric, 372
Euler phi-, 105, 202
image ofA under, 78
inverse of, 4
one-to-one, 4
onto, 4
phi-, 105, 202
polynomial on F, 227
range of, 3
rational, 221
symmetric, 372
trap door, 206
two-to-two, 9

Fundamental homomorphism
theorem, 117, 247

Fundamental theorem of algebra, 257,
324

Fundamental theorem of arithmetic,
280

Fundamental theorem of
finitely-generated abelian
groups, 170

invariant factor version of, 93
‘mary factor version of, 92

G-set(s), 132
applications to counting, 140
applications to finite groups, 136
disjoint union of, 140
isomorphic, 139
orbits of, 135
sub-, 139
transitive, 133

Gallian, Joseph A., 108
Galois, Evariste, 162, 191, 337, 379
Galois field, 335
Galois group, 362
Galois theory, 341

main theorems of, 364
Gauss, Carl F., 21, 92, 292, 334, 337,

379
Gauss’s lemma, 282
Gaussian integer, 216, 292
Gaussian norm, 292
General linear group, 22
General polynomial of degree n, 372
Generating set, 70, 71
Generator(s), 56, 61, 70, 71

for a presentation, 179
free, 174
of a group, 56, 61
of a principal ideal, 254
relation on, 75, 179
for a vector space, 269

Glide reflection, 106
nontrivial, 108

Graph, 308
Grassmann, Hermann, 268
Greatest common divisor, 63, 281
Griess, Robert L. Jr., 127
Grébner basis, 305
Group(s), 20

abeliau, 20
alternating on n letters, 84
ascending central series of, 163
automorphism of, 68, 118
of automorphisms, 345
blip, 177
blop, 177
center of, 60, 128, 163
commutator in a, 120
of cosets, 97
cyclic, 56, 61
decomposable, 93
dihedral, 46
direct product of, 89
direct sum of, 89
discrete frieze, 107
elementary properties of, 23
endomorphism of, 258
factor, 115
finite, 25
finitely-generated, 71
free, 173
free on A, 173
free abeliau, 167
frieze, 107
Galois, 362
general linear, 22
generator(s) of, 56, 61, 70, 71
indecomposable, 93
inner automorphism of, 118
isomorphic, 25, 26
Klein 4—, 53
notation and terminology, 39
octic, 182
order of, 41
p-, 137
permutation, 41, 77, 79
plane crystallographic, 108
of a polynomial, 365
presentation of, 178, 179
quaternion, 183
quotient, 115
regular representation of, 80
series of, 157
simple, 126
solvable, 163
special linear, 115
subgroup of, 52
symmetric on n letters, 43
of symmetries, 105
torsion, 119
torsion free, 119
wallpaper, 108

Group action, 132
Group algebra, 261
Group homomorphism, 77
Group ring, 261
Group table, 25

properties of, 27
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Hamilton, Sir William Rowan, 262,
268

Hamming distance, 238
Hamming weight, 238
Hilbert, David, 186
Hilbert basis theorem, 299
Holder, Otto, 162, 178
Homomorphism, 113, 188

evaluation, 120, 189, 221
Frobenius, 249
fundamental theorem for, 117, 247
group, 77
kernel of, 78, 188, 247
projection, 246
of a ring, 188, 245

Homomorphism property, 26

Ideal(s), 244
ascending chain condition for, 278,

286
basis for, 298
descending chain condition for, 286
finite-basis condition for, 286
improper, 251
left, 258
maximal, 251
maximum condition for, 286
minimum condition for, 286
nilradical of, 250
prime, 252
principal, 254
product of, 258
proper nontrivial, 251
quotient of, 258
radical of, 250
right, 258
sum of, 257
trivial, 251

Idempotent element, 19, 31, 193, 199
Identity element, 14, 20

left, 25
Image

ofA, 78
inverse, 78
under a map, 78

Imaginary number, 34
Improper ideal, 251
Improper subgroup, 52, 59
Improper subset, 2
Indecomposable group, 93
Indetemrinate, 218
Index of a subgroup, 99
Induced operation, 12, 114
Infinite order, 61
Infinite set, 4
Information rate, 238
Injection, 4
Injection map, 4, 214
Inner automorphism, 118
Integer(s), 2

algebraic, 378
Gaussian, 216, 292
rational, 292
relatively prime, 64
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Integral domain, 196
associates in, 276
Euclidean norm on, 286
prime element of, 280
field of quotients of, 211, 215
unit in, 276

Intermediate field, 344
Internal direct product, 91
Intersection, 60, 71
Interval, closed, 8
Invariant factors, 93
Invariant series, 157
Invariant subgroup, 118
Inverse

of an element, 20
left, 25
multiplicative, 190

Inverse function, 4
Inverse map, 4
Irreducible element, 276
Irreducible polynomial, 231

for a over F, 315, 319
in F[x], 231

Isometry, 22, 105
Isomorphic G-sets, 139
Isomorphic groups, 26
Isomorphic presentations, 180
Isomorphic rings, 189
Isomorphic series, 157
Isomorphism

conjugation, 345
of a G-set, 139
of a group, 26
of a ring, 189
up to, 92
of a vector space, 274

Isomorphism extension theorem, 351
Isomorphism theorems, 145-148
Isosceles triangle, 2
Isotropy subgroup, 135

Join
of extension fields, 371
of subgroups, 146

Jordan, Camille, 21, 162
Jordan-Holder theorem, 161

k-cycle, 44
Kernel, 78, 188, 247

of a linear transformation, 275
Khayyam, Omar, 224
Klein 4-group, 32, 53
Kronecker, Leopold, 92, 191, 312
Kronecker’s theorem, 312
Kummer, Ernst, 92, 244, 277

Lagrange, Joseph-Louis, 21, 42, 385
theorem of, 99, 123

Lame, Gabriel, 277
Law

antisymmetric, 324
cancellation, 23, 196
distributive, 185
reflexive, 324
transitive, 324

Least common multiple, 69, 90, 291
Left cancellation law, 23
Left cosct, 98
Left distributive law, 185
Left ideal, 258
Left identity, 25
Left inverse, 25
Left R-module, 272
Left regular representation, 80
Length of a code word, 238
Letter, 172
Levi ben Gerson, 42
Levinson, Norman, 339
Lexicographical order, 304
Lindemann, Ferdinand, 334
Linear code, 238
Linear combination, 269
Linear group, special, 115
Linear transformation, 275

kernel of, 275
Linearly dependent vectors over F,

269
Linearly independent vectors over F,

269
Liouville, Joseph, 277

Main diagonal of a matrix, 28
Main theorems of Galois theory, 364
Map, 3

extension of, 351
image under, 78
injection, 214
inverse of, 4
range of, 3

Matrix
determinant of, 28
diagonal, 28
main diagonal of, 28
orthogonal, 57
transpose of, 57
upper-triangular, 28

Maximal element, 325
Maximal ideal, 251
Maximal normal subgroup, 127
Maximum condition, 286
Mersenne prime, 201
Minimal polynomial for a over F,

3 15 , 3 19
Minimal subset, 55»
Minimum condition, 286
Monic polynomial, 314
Monoid, 25
Multiple, least common, 69, 90, 291
Multiplication

by components, 88
modulo n, 187
permutation, 41

Multiplicative identity, 14
Multiplicative inverse, 190
Multiplicative norm, 294
Multiplicity of a zero, 358

Nilpotent element, 193, 250
Nilradical, 250
Noetlrer, Emmy, 186

Noetherian ring, 278
Nontrivial ideal, proper, 251
Nontrivial subgroup, 52
Norm

Euclidean, 286
Gaussian, 292
multiplicative, 294
over F, 370

Normal extension, finite, 362
Normal series, 157
Normal subgroup, 114, 118, 248

maximal, 127
Normalizer of a subgroup, 150
Nullstellensatz, 257
Number(s)

algebraic, 314
Betti, 92
commensurable, 223
complex, 3, 33
constructible, 329
imaginary, 34
rational, 2
real, 2
transcendental, 314

Number theory, algebraic, 294

Octic group, 182
Odd permutation, 83
One-to-one correspondence, 4
One-to-one function, 4
Onto function, 4
Operation

associative, 13, 20
binary, ll
commutative, 13
induced, 12
well-defined, l6

Orbit, 51, 82, 135
Order

of a group, 41
of an element, 61
infinite, 61
of ring, 192
term, 304

Ordering
lexicographical, 304
partial, 324
of power products, 303

Orientation, 106
Orthogonal matrix, 57

p-group, 137
p-subgroup, 137
Partial ordering, 324
Partition, 5

cells of, 5
Pattern, periodic, 108
Peano, Giuseppe, 268
Perfect field, 359
Periodic pattern, 108
Permutation, 41

even, 83
groups of, 77, 79
movement of elements in, 87
multiplication, 41



odd, 83
orbits of, 82
srgn of, 84

Phi-function, 105, 202
Plane

isometry of, 22
translation of, 105

Plane crystallographic group, 108
Plane isometry, 105
Point, fixed, 110
Polygon, constructible, 380
Polynomial(s), 219

coefficients of, 219
constant, 219
content of, 237, 281
cyclotornic, 234, 378
degree of, 219
discriminant of, 378
divisor of, 234, 300
Eisenstein, 233
factor of, 300
general of degree n, 372
group of, 365
irreducible fora over F, 315, 319
irreducible over F, 231
irreducible, 231
minimal for a over F, 319
monic, 314
primitive, 237, 281
reducible, 231
ring of, 220
separable over F, 359
solvable by radicals over F, 384
splitting field of, 347, 349, 353
term ordering of, 304
zero of, 223, 298

Polynomial code, 241
Polynomial extension, 350
Polynomial function on F, 227
Power product, 303

ordering of, 303
Power set, 8
Presentation, 178, 179
finite, 179
generators for, 179
isomorphic, 180

Prime, 280
Fennat, 381
Mersenne, 201
relatively, 291

Prime field, 254
Prime idea], 252
Primitive element, 360
Primitive element theorem, 360
Primitive nth root of unity, 69, 336
Primitive polynomial, 237, 281
Principal ideal, 254

generator of, 254
Principal ideal domain, 276
Principal series, 161
Private key, 206
Product

Cartesian, 2, 88
direct, 89, 187

of ideals, 258
power, 303

Projection homomorphism, 246
Proper nontrivial ideal, 251
Proper subgroup, 52
Proper subset, 2
Public key, 206, 207
Pythagorean theorem, 224

Qin Jiushao, 288
Quaternion group, 183
Quatemions, 262
Quotient

in the division algorithm, 62
of ideals, 258

Quotient group, 115
Quotient space, 275

Rabin, Michael, 180
Radical(s)

extension by, 384
of an ideal, 250

Range of a map, 3
Rank, 168, 174
Rate of linear code, 238
Rational function, 221
Rational integer, 292
Rational number, 2
Real number, 3
Reduced word, 173
Reducible polynomial, 231
Reduction modulo n, 116
Refinement of a series, 157
Reflection, 105

axis of, 105
glide, 106

Reflexive law, 324
Reflexive relation, 6, 7
Regular representation, 80

left, 80
right, 81

Relation(s), 3, 75, 179
consequence of, 179
equality, 3
equivalence, 6
reflexive, 6, 7
symmetric, 6, 7
transitive, 6, 7

Relatively prime, 64, 291
Relator, 179
Remainder in the division

algorithm, 62
Representation

left regular, 80
right regular, 81

Residue class modulo n, 6
Ribet, Ken, 277
Right cancellation law, 23
Right coset, 100
Right distributive law, 185
Right ideal, 258
Right R—module, 273
Right regular representation, 81
Ring(s), 185
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additive group of, 186
Boolean, 194
characteristic of, 198
commutative, 189
division, 190
of endomorphisms, 258
factor, 245
group, 261
homomorphism, 188, 245
ideal of, 248
isomorphic, 189
isomorphism of, 189
maximal ideal of, 251
modules over, 272
nilradical of, 250
Noetherian, 278
order of, 192
of polynomials, 220
prime ideal of, 252
quotient, 245
radical of, 250
simple, 257
subring of, 190
unit in a, 190, 276
with unity, 189
zero, 189

Roots of unity, 37
nth, 37
primitive nth, 69, 336

Rotation, 105
RSA encryption, 206
Ruffini, Paolo, 385

Scalar, 267
Schreier theorem, 160
Sefer Yetsirah, 42
Semigroup, 25
Separable element over F, 359
Separable extension, 347, 359
Separable polynomial over F, 359
Series

ascending central, 163
chief, 161
composition, 161
invariant, 157
isomorphic, 157
normal, 157
principal, 161
refinement of, 157
subnormal, 157

Set(s), 1
binary operation on, 11
cardinality of, 3
Cartesian product of, 2, 88
closed under an operation, 12
disjoint, 5
element of, 1
empty, 1
finite generating, 286
0-, 132
generating, 70, 71
infinite, 4
intersection of, 60, 71
partial ordering of, 324
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Set(s) (cont)
partition of, 5
permutation of, 41
power, 8
subset of, 2
union of, 278
well-defined, l

Shimura, Goro, 277
Sign of a permutation, 84
Simple extension, 315
Simple group, 126
Simple ring, 257
Skew field, 190
Smallest subset, 55n
Solvable group, 163
Solvable polynomial over F, 384
Span, 269
Special linear group, 115
Splitting field, 347, 349, 353
Square matrix

determinant of, 28
main diagonal of, 28

Squaring the circle, 333
Standard form of dihedral group

element, 48
Strictly skew field, 190
Sub-G-set, 139
Subfield, 190
Subgroup(s), 52

commutator, 120, 128
conjugate, 119, 120
cyclic, 55, 61
improper, 52, 59
index of, 99
invariant, l 18
isotropy, 135
join of, 146
maximal normal, 127
nontrivial, 52
normal, 114, 118, 248
normalizer of, 150
p-, 137
pmper. 52
torsion, 96
trivial, 52

Subgroup diagram, 53
Subnorrnal series, 157
Subring, 190

generated by a, 193
Subset, 2

improper, 2
minimal, 55n
proper. 2
smallest, 55n

upper bound for, 325
Subspace of a vector space, 274
Sum

direct, 89
of ideals, 257
modulo n, 65

Surjection, 4
Syllable, 172
Sylow, Peter Ludvig Mejdell, 150
Sylow p-subgroup, 151
Sylow theorems, 150
Symmetric function, 372

elementary, 372
Symmetric group on n letters, 43
Symmetric relation, 6, 7
Symmetries, group of, 105

Table, group, 25
properties of, 27

Taniyama, Yutaka, 277
Tartaglia, Niccolo, 385
Taylor, Richard, 277
Term ordering, 304
Thompson, John G., 127, 152
Torsion coefficient, 93, 96
Torsion free, 96, 119
Torsion group, 119
Torsion subgroup, 96
Tower of fields, 311
’Il'ace over F, 370
Transcendental element over F, 313
Transcendental number, 314
Transitive action, 133
Transitive G-set, 133
Transitive law, 324
Transitive relation, 6, 7
Translation, 105
’Il'anspose of a matrix, 57
Transposition, 45, 81
’Il'ap door functions, 206
Triangle, isosceles, 2
’Irisection of an angle, 333
Trivial ideal, 251
Trivial subgroup, 52
Two-to-two function, 9

Union
of sets, 278
of G-sets, 140

Unique factorization domain, 276
Unit, 190, 276
Unit circle, 37
Unity, 189

nth root of, 37, 336
primitive nth root of, 69, 336

Upper bound for a subset, 325
Upper-triangular matrix, 28

Variety, algebraic, 298
Vector(s), 267

linear combination of, 269
linearly dependent over F, 269
linearly independent over F, 269

Vector space(s), 267
basis for, 270
dimension over F, 272
direct sum of, 274
finite—dimensional, 269
isomorphism of, 274
linear transformation of, 275
subspace of, 274

Vertex/vertices
of a digraph, 72
of graph, 308

Viete, Francois, 218
Von Dyck, Walther, 21, 81

Wallpaper group, 108
Wantzel, Pierre, 334
Weber, Heinrich, 21, 191
Wedderbum, Joseph Henry Maclagan,

262
Wedderbum theorem, 263
Weierstrass, Karl, 312
Weight of a string, 238
Well-defined operation, 16
Well-defined set, 1
Weyl, Hermann, 268
Weyl algebra, 260
Wiles, Andrew, 277
Wilson’s theorem, 205
Word(s), 172

empty, 172
reduced, 173

Word problem, 180

Zassenhaus, Hans, 158
Zassenhaus lemma, 158
Zermelo, Ernst, 326
Zero

multiplicity of, 358
of a polynomial, 223, 298

Zero divisors, 194
Zero ring, 189
Zorn, Max, 325
Zom‘s lemma, 324, 325
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